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Introduction
In Part 1 (Truman, 2016) of this two-part 
series, we showed that formal data struc-
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Abstract

Cells use many codes, which operate through abstract symbolism and formal rules. To 
instantiate the logic, dedicated decoding processors—hardware molecular machines—

must interpret each kind of variable and the associated values. Decoders include ribosomes, 
DNA polymerases, RNA polymerases, spliceosomes, Hsp70 and Hsp60 chaperones, protea-
somes, RNA degradasomes, protein translocases, reverse transcriptases, aminoacyl-tRNA 
synthetases, and error-correcting machines.
 Many codes are mutually dependent in order to function, and cells could not have 
evolved each decoder sequentially. Ribosomes require the mRNAs from DNA-dependent 
RNA polymerases, but these polymerases are composed of protein products from ribosomes. 
Both decoders require the energetic ATP molecules from ATP synthases, which themselves 
cannot exist until ribosomes and RNA polymerases already work. Being coded information 
systems, additional guidance is provided in cells through engineered components such as 
the cytoskeleton, lipid rafts, membranes, pores, chemical gradients, correct placements of 
synapses, correct binding strengths, and nuclear subcompartments.
 Computer architectures structure long-term storage capacity hierarchically to process 
data at different levels of granularity: data centers and distributed file systems; hard discs; 
disk partitions; files and extents; tracks; sectors and data blocks; and bits. In cells the same 
kinds of hardware principles are observed: ecologies of cooperating bacteria and multiple 
cells in eukaryote organisms; genomes; chromosomes, plasmids, mitochondria, and chlo-
roplasts; euchromatin/heterochromatin and DNA looping; DNA regions defining primary 
RNA transcripts; exons/introns; and nucleotides.
 Cells must be interpreted as holistic systems whose origin cannot be explained by neo-
Darwinian theory.

tures, generic programming constructs, 
and file formatting are used in both com-
puter programming and cells to process 

logic. Many independent codes exist in 
cells, each developed from elementary 
symbols and used by their own programs. 
These codes rely on variables and values 
and, reminiscent of computers, have 
well-defined data types and a list of 
valid operations that can be performed 
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with them. In both cells and computers, 
variables or fields can be used to create 
indices and concatenated indices (for 
example cis-regulatory elements) to 
identify the location of data (the portion 
of DNA to transcribe).

Data values can be assigned to vari-
ables (such as when a receptor is suitably 
bound by a ligand) and stored in linked 
lists (as seen in data processing by RNA 
and DNA polymerases) and arrays (for 
example translation of mRNA codons). 
The location of data also can be identi-
fied by “pointers” to memory addresses 
(as occurs in cellular signaling cascades). 
The various programs consist of formal 
software elements such as Boolean logic; 
iteration with clearly specified start and 
termination rules; control structures 
such as “GoTo,” “wait,” and processing 
commands permitted for that data type. 
Computers and cells also implement 
short- and long-term data storage, par-
allel processing, source code sharing 
and reuse, data compression, and data 
archival.

These software elements permit in-
tended outcomes to be specified using 
formal symbolic logic. Abstract variables 

can be manipulated; for example: if 
x=true and y=2 then {do the following}. 
The stepwise instructions can be defined 
without considering the physical imple-
mentation.

Here in Part 2 we now consider how 
the cellular programs get instantiated, 
showing once more that there are re-
markable parallels with how data is phys-
ically organized and used by computers. 
We will emphasize the need for very 
complex cellular hardware to process 
the different codes and how these are 
part of the holistic design of adaptable, 
self-correcting, and self-replicating cells.

Distribution and Partitioning 
of Available Storage Capacity

Data Storage  
Formatted Hierarchically

Significant advantages result from creat-
ing architectures to structure how data 
is stored physically. These structures 
are transparent to the processing logic 
but can affect the speed and reliability 
of execution. Computers and cells use 
well-defined standards to store data in 

a hierarchical manner, with each level 
including one or more members of the 
subordinate level (Figure 1). Although 
the analogies suggested in Figure 1 
display remarkable similarities between 
computer and cellular technologies, 
they should be viewed as illustrative 
only. Computer technologies could 
change in the future, and not all cell 
types are identical (e.g., prokaryotes/
eukaryotes). In the computer-versus-
cellular analogies, some of the layers 
operate independently. The location of 
database data blocks is independent of 
physical sectors, and parts of exons could 
be located within a single nucleosome 
(and vice versa). In all cases, there are 
good design reasons for organizing parts 
of the data in specific manners, and spe-
cial read/write technology is necessary 
for all layers of the architecture.

Data centers and distributed file system
Different and multiple copies of com-
puter data are often stored separately, 
on disc arrays, separate servers, and 
data centers. In an analogous manner, 
ecologies of bacteria store both different 
data and multiple copies of the same 
genome. Higher eukaryotes also store 
different data in separate organisms and 
multiple copies in different cells within 
the same organism. By cellular data 
we are not limiting ourselves to DNA. 
In Part 1 (Truman, 2016) of this series, 
we pointed out that coded variables 
and values are stored on DNA, RNA, 
proteins, sugars, membranes, and other 
biochemical substances.

Hard disc
It often makes sense to organize essential 
data in one easily accessible location. 
Storage media such as hard discs are 
used by computers linked to hardware 
processors and external devices. In the 
case of cells, such data are also placed 
together within the organism and linked 
to data processors, everything within a 
protective membrane to separate from 
the environment.

Figure 1. Computers and cells organize storage capacity hierarchically, with each 
level containing multiple members of the embedded sublevel.
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Disk partition
Long-term storage capacity for comput-
ers is often separated into partitions, 
which act as separate disk drives. Data 
can often be transferred between par-
titions, and sometimes they contain 
different operating systems or types of 
data. This is also true of cells, which or-
ganize the available DNA into separate 
chromosomes, plasmids, mitochondria, 
and chloroplasts. Partitioning must be 
unambiguous. This is implemented 
in plasmids by making them circular. 
Initiation of chromosome replica-
tion in prokaryotes is defined by sites 
called origins of replications and a 
special terminus regions identity where 
replication terminates. In eukaryotes, 
chromosome initiation sites called 
autonomous replication sequences (Sha-
piro, 2011, p. 36), along with centro-
meres (O’Sullivan and Karlseder, 2010; 
Sullivan et al., 2001) and telomeres 
(the caps at the ends of chromosomes) 
(Sadaie et al., 2003) identify individual 
chromosomes.

File, Extent
A disk partition can contain many files, 
or database extents. Similarly, chromo-
somes in eukaryotes are organized into 
smaller portions called euchromatin 
and heterochromatin (Shapiro and 
von Sternberg, 2005; Shapiro 2006). 
A computer file may contain records 
of varying lengths (e.g., in databases), 
even as sections of DNA euchromatin 
can contain multiple transcription 
regions. In bacteria, a similar principle 
is performed using DNA loops created 
through bound proteins, which lead 
to physical segmentation of the DNA 
(Cournac and Plumbridge, 2013).

Track
A track forms a circle on the hard drive 
platter and represents only a small por-
tion of the entire data on the hard disk. 
In a comparable manner, introns and 
exons are also subdivisions of transcrip-
tion regions.

Sector and data block 
Sectors and database data blocks 
typically contain a fixed number of 
bits. A database extent can contain 
several blocks, and a track contains 
several data sectors. In eukaryotes 
nucleosomes also represent small, 
fixed-length data storage units within 
transcription regions.

Bits
The smallest entity used digital com-
puters are bits, and for DNA this cor-
responds to nucleotides.

External devices
In addition to structuring data hierar-
chically, electronic data can be stored 
on external devices such as printers, 
scanners, and cameras. Cells can also 
interact with DNA stored externally, 
such as on viruses and microRNA’s 
in vesicles travelling the blood system. 
Furthermore, DNA on bacteria associ-
ated with higher organisms provide them 
with many valuable functions.

Design Reasons for  
Structuring Storage

Process data at  
different levels of granularity
For different purposes, such as stor-
age, retrieval, and processing, the data 
sometimes involves large amounts of 
undifferentiated data and other times 
specific structured data. If a hard disc is 
badly corrupted and the damaged part 
cannot be repaired, then the entire con-
tent must be replaced. But sometimes 
an identifiable subset only was read or 
written incorrectly—such as a partition 
or data block, or IP packet—and the 
correction should be executed at the 
correct level of granularity. In a similar 
manner, a severely damaged organism 
(“data center”) may need to be replaced, 
or only a damaged single cell, or an 
alternative plasmid copy should be 
used, or only sections of mismatched 
DNA strands.

Concurrent access
Permitting concurrent access to different 
data removes processing bottlenecks, 
which requires that relevant subportions 
of the data be demarcated. Multiple 
RNA polymerases can transcribe si-
multaneously on the same or different 
chromosomes, different ribosomes can 
translate different (and sometimes the 
same) mRNA, and cells can work inde-
pendently of each other.

Local and distributed processing
Sometimes processors need to be moved 
to where data can be collected, as in pro-
cess controllers linked to manufacturing 
sensors. Analogously, bacteria with their 
data processing equipment need to be 
located near nutrients. 

Other times data needs to be trans-
ferred to where it can be processed, as 
in computer client server architectures. 
In cells, various genes required for a spe-
cific function are often brought together 
for processing in transcription factories 
(Mitchell and Fraser, 2008; Melnik et 
al., 2011). 

Process different kinds of data  
on different physical media
Structuring data correctly, including 
file-type formatting discussed in Part 1, 
permits specialized software to process 
raw data for images, sounds, spreadsheets, 
and so on effectively. In an analogous 
manner, different codes in cells require 
that DNA, RNA, protein, and other 
media be physically prepared properly 
to permit data to be stored and retrieved 
from them. In this paper, we limit de-
tailed analysis to how DNA and RNA are 
organized to optimize logic processing by 
difference programs. Future work will 
reveal how other information carriers are 
structured, such as for proteins (motifs, 
domains, multi-domain complexes, etc.).

Effective interaction between long- and 
short-term memory and backup copies
Instead of loading terabytes of irrelevant 
content from a hard disk into short-term 
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memory, it makes more sense for an 
application such as a database query 
to read a limited number of relevant 
blocks into memory. It is also more 
efficient to read only once a large 
amount of data that includes a sub-
structure of relevant parts. Recreating 
the transcription apparatus (ribosomes) 
for each individual protein needed is 
less efficient than to activate multiple 
relevant genes concurrently, as done 
by operons and transcription factories 
(Rieder et al., 2012).

Available memory in computers and 
cells can be reorganized and freed up for 
other purposes. RNA no longer needed 
is degraded to free up “short-term mem-
ory” and re-created when needed from 
only small portions of chromosomes.

Cellular Hardware  
Plays Multiple Roles

The software constructs discussed in Part 
1 are used to express processing needs, 
independent of the hardware. But at 
some point, a physical implementation 
is necessary to be of any use. Computers 
require many hardware components to 
work, and not only processors, to inter-
pret the coded data. Electrical power is 
delivered via cables to the correct loca-
tion, temperature needs to be regulated, 
and sensitive parts protected from the 
environment.

Physical structures in cells must 
also provide many services, in addition 
to interpreting the codes. Hardware 
such as membranes, pores, and protein 
filaments can channel outcomes to 
produce the intended results, which is 
a feature of coded information systems 
(Truman 2012a, 2012b, 2012c 2012d, 
2013, 2015). This guidance, like the 
effect from coded messages, decreases 
the entropies with respect to a refer-
ence state. Hardware components in 
cells, however, must do far more than 
in computers. Cellular hardware must 
be adaptable and dynamic with respect 
to when and where they are made avail-

able, how long they exist, and even the 
number of processor copies.

Hard and Software Independence 
in Digital Computers

Since the seminal Turing machine 
model created by British mathematician 
Alan Turing (1912–1954), hardware 
engineers can work largely indepen-
dently from software programmers. In 
Turing machines, symbols are stored 
on a readable tape using a simple head 
reader and a small rule set. Modern 
digital computers are generally based 
on the more refined Von Neumann or 
the Harvard architecture, using stored 
programs with instructions, processed 
by separate hardware that performs the 
calculations (Bray, 2009, p. 40).

No human computer technology 
can match the sophistication of cells, 
which self-repair, replicate autono-
mously, and manufacture most of the 
components needed (including their 
own energy supply). Cellular decoders 
process the variables and values used 
by the different codes found on DNA, 
RNA, proteins, and sugar, as discussed 
in Part 1. But cells can do many things 
no computer system can match. They 
can regulate when, where, and how 
many processors (for example DNA 
polymerases, tRNAs and ribosomes) are 
concurrently in use. This can depend on 
a developmental schedule, be a response 
to current biological needs, and be af-
fected by external signals.

The Turing (Turing, 1950), von Neu-
mann, and Harvard computer models 
provide a partial picture for how cells 
process logic, being unable to take into 
account the direct physical participa-
tion of the genome in reproductive and 
regulatory interactions (Shapiro, 2013, 
p. 289). These models do not naturally 
capture the cellular reality of multiple 
codes, often overlapping the same 
physical location and requiring many 
kinds of integrated decoding processors. 
Nevertheless, at a fundamental level 
cellular codes are being processed as 

part of a complex program with high 
fidelity, and the insights gained from 
digital and analog computers are useful 
to understand why cells are not simple 
mechanical machines. We will distin-
guish next between cellular hardware 
which process coded parameters from 
hardware that do not use a code to guide 
their operations.

I. Hardware Processors 
Necessary to Decode

In Part I (Truman, 2016) we discussed 
how variables are restricted to data 
types, such as integer, alpha numeric, 
and Boolean for computers, and that 
many data types are used in cells, con-
structed from elementary symbols hav-
ing definite electronic and geometric 
characteristics.

A key to understanding cells is to 
recognize that different codes are used 
to establish linked chains of sending and 
receiving variable values. Each code 
uses variables that can assume values. 
One region of a ribosome defines a vari-
able that can assume one of 65 values (a 
codon or be empty). A different region 
of the same ribosome defines a variable 
able to assume the value of one of 20 
amino acids on the growing chain. RNA 
nucleotides can also be used to define 
variables, such as in the intron/exon 
splicing and other codes.

Each cellular code requires its own 
kind of decoder. Ribosomes cannot 
work with splicing signals recognized 
by spliceosome, nor can spliceosomes 
work on the basis of codons.

The principle becomes apparent. 
Cis-regulatory element binding sites 
(CREs), protein phosphorylation sites, 
methylated DNA, hormone receptors, 
mRNA sites recognized by miRNAs, etc. 
each use their own distinct variables. 
These codes can only be processed 
using their own unique decoding hard-
ware machinery, the variables possess a 
unique data type, and they are limited 
to a set of allowed operations.
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Data Structures Require  
Precise Engineered Components

In Part I, we discussed the need for 
software logic to express intentions cor-
rectly, and we now discuss the decoding 
hardware also necessary for the informa-
tional system to work. The molecular 
machines involved must be able to do 
the right (and avoid doing the wrong) 
thing for all the codes used in cells. For 
example, in eukaryotes spliceosomes 
must identify precisely the nucleo-
tide ends that define the intron/exon 
boundaries to create up to thousands 
of possible protein variants, as in the 
case of neurexin genes in nerve cells or 
the protein Dscam (Bray, 2009, p.158). 
Rampant false positives would be deadly.

Molecular machines require very 
low amounts of energy (Mavroidis et 
al., 2004) and lie at the heart of every 
significant biological process (Erbas-
Cakmak et al., 2015; Alberts, 1998; 
Glogocka et al., 2015). Cells are not a 
bag of enzymes and biochemical reac-
tants but regulated systems working on 
individual molecules (Głogocka et al., 
2015 p. 248). This contrasts with chem-
istry as performed by humans: 

In stark contrast to biology, none 
of mankind’s fantastic myriad of 
present-day technologies exploit 
controlled molecular-level motion 
in any way at all: every catalyst, ev-
ery material, every polymer, every 
pharmaceutical, and every reagent 
all function through their static or 
equilibrium dynamic properties. 
(Erbas-Cakmak et al., 2015 p. 10157) 

Cellular machines have, however, 
inspired the growing research fields 
of artificial molecular machines and 
nanotechnology (Balzani et al., 2000).

Let us consider the engineering chal-
lenge. For a future (evolving) spliceo-
some, virtually any nucleotide sequence 
pattern could be “chosen”—of practi-
cally any length—to define the intron/
exon boundaries (and the recognition 
pattern need not be limited to contigu-
ous nucleotides). Therefore, there are 

vastly more wrong candidates where 
a developing spliceosome could tear 
up DNA strands than a correct pattern 
that by astonishing good luck happens 
to delimit useful exons throughout the 
genome to produce valuable proteins 
(as individual or multiple exons). An 
average-size exon is only about 137 
nucleotides long, surrounded by a sea 
of large introns in the pre-mRNA (Ber-
get, 1995; Ward and Cooper, 2010). An 
indiscriminant evolving spliceosome 
would almost always produce only in-
terfering mRNAs, at great cost of energy 
and material.

The same considerations apply to 
the other cellular decoders, such as 
DNA and RNA polymerases. Let us 
consider translation. Nature can have 
no foreknowledge how to process mRNA 
or how to develop the genetic code. 
Nucleotides are chemically complex, 
and every portion has the potential to 
interact physico-chemically with other 
substances.

Suppose that after countless evolu-
tionary attempts a proto-ribosome evolved 
able to translate all the codons correctly 
with probability of 0.5 (or incorrectly 
but with neutral effects) an incredible 
feat considering there are 20 different 
amino acids. This would be some point 
during a Darwinian process of optimi-
zation. Assuming a small protein size 
of 200 residues, binomial probability 
calculations done with Microsoft Excel 
reveal that less than two mRNAs out of a 
million (p=1.8x10–6) would have 2/3 or 
more of the 200 codons (i.e., 133/200 or 
more amino acids) translated correctly 
or acceptably (Figure 2). The cell would 
not be viable even using such optimistic 
assumptions. A minimum cell requires 
many, many copies of hundreds of dif-
ferent kinds of functional proteins and 
no cell lineage could survive such chaos.

We conclude that from the very 
beginning any ribosome must display 
astonishing fidelity. The implausibility 
of evolving hopelessly deficient codes 
can be applied to many other examples, 

such as to specify what part of DNA 
should be transcribed to produce mRNA 
and when; and successfully distributing 
only one member of each chromosomes 
to daughter cells.

Examples of Some Processors
Having concluded decoders must be 
very precise ab initio to offer any ben-
efit, we will now draw attention to how 
complex these molecular machines are, 
using some examples.

Spliceosomes
The spliceosome ribonucleoprotein 
machine consists of about 300 distinct 
proteins and five RNAs (Nilsen, 2003; 
Chen and Moore, 2014; Matera and 
Wang, 2014; Ward and Cooper, 2010). 
It is believed the spliceosomes are 
constructed de novo for each round of 
splicing in an ordered but immensely 
complex stepwise assembly (Lodish et 
al., 2000, pp. 413–426). In their review 
Chen and Moore (2014) refer to “the 
incredible complexities facing structural 
biologists bold enough to even contem-
plate complete structural understanding 
of the splicing machinery within their 
lifetimes” (p. 147).

Signals that identify introns on the 
primary RNA include short sequence 
motifs at the 5’ and 3’ splice sites 
(typically a GU and AG respectively); 
a branch point sequence that contains 
an adenosine; and the polypyrimidine 
tract (Figure 3). A typical mammalian 
gene has 7–8 exons spread out over ca. 
16 kb. The exons are relatively short 
(~100–200 bp), and the introns >1 kb. 
A typical processed mRNA consists of 
ca. 2.2 exons. Trans-splicing occurs 
when exons from different transcripts 
are linked, encoding chimeric proteins 
(Lasda and Blumenthal, 2011; Michaeli, 
2011; Frenkel-Morgenstern et al., 2012; 
Herai and Yamagishi, 2010).

Ribosomes
Ribosomes, where translation of mRNAs 
occur, are composed of 54 ribosomal 

http://www.ncbi.nlm.nih.gov/pubmed/21526946
http://www.ncbi.nlm.nih.gov/pubmed/22588898
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Figure 2. Probabilities for 200 codons to be translated correctly (or wrong but with neutral effects), assuming each codon 
has an average individual p=0.5 of success. From binomial probability statistics, this leads to mean = 100, σ =7.07. Arrows 
show the location of 133 successes.

A: Probability of 0, 1… to 200 successes for the 200 codon attempts.

B: Cumulative probability of success for the 200 codon attempts. For the 200 codons, 52.8% will have between 0 and 100 
translated correctly, and 99.9999% will have 2/3 or less.

During an earlier evolutionary period having an average probability p=0.1, over 99.9999999% of a 200-codon mRNAs would 
have only 0 to 50 codons translated correctly (or wrong but with neutral effects), i.e., one-fourth of the mRNA’s codons 
(mean = 18, σ=4.24).

Figure 3. Results after a spliceosome has removed introns. Introns are usually delimited by GU and AG at each end and 
additional nucleotide patterns near the intron/exon boundary help identify the key di-nucleotides. A key internal A and 
polypyrimidine tract are also involved.
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proteins and 3 large RNA molecules 
in prokaryotes (Chen and Williamson, 
2013; Staley and Woolford, 2009) and 
79–80 proteins and four ribosomal RNAs 
(rRNAs, >5500 nucleotides) in eukary-
otes (Wilson and Doudna Cate, 2012).

Ribosomes are worthless until all the 
multidomain aminoacyl tRNA synthe-
tases (aaRS) are also fully operational 
in addition to the proteins needed to 
create these enzymes. We observe that 
charging the tRNAs requires another, 
nongenetic code (Trifonov, 2011; Hou, 
1988). Twenty different types of amino-
acyl tRNA synthetases (aaRSs) are found 
in all organisms, each responsible to 
covalently link the correct amino acid 
to the correct tRNA. These aaRS differ 
in length, three-dimensional structure, 
molecular weight, and subunit organi-
zation, and are very different in amino 
acid sequence (Panwar and Raghava, 
2010).

For translation to work well enough 
to have any value, a large number of 
other enzymes are also needed for 
quality control purposes. These are very 
precise machines that ensure error rates 
between 1/2400 to 1/40,000 although 
the differences between amino acids are 
miniscule, such as a single methylene 
group (Nureki et al., 1998; Sarfati, 1999).

Proteasomes
Proteasomes degrade unneeded, dam-
aged, and misfolded proteins in eukary-
ote cells and some archaebacteria. In 
eukaryotes, the proteins to degrade are 
identified by conjugation to ubiquitin 
proteins (Amm et al., 2014). The eu-
karyote 26S proteasome consists of 33 
distinct subunits (Besche et al., 2009), 
including the 20S proteolytic core 
chamber (where protein degradation 
occurs), which is attached to two 19S 
regulator caps on each end. These caps 
consist of about 20 different proteins, 
which serve to capture and guide pro-
teins into the chamber. 19S caps and 
ubiquitination have not been found in 
archaebacteria.

Proteasomes can also interact with 
the immune system by generating short 
peptide fragments from pathogens that 
are used as antigens on the surface of 
lymphocytes to mount an immune 
response (Wang and Maldonado, 2006).

DNA Polymerases
DNA polymerases are involved in 

several key processes, such as DNA 
replication, many kinds of DNA repairs 
(Ball et al., 2014), translesion DNA 
synthesis, DNA recombination, cell 
cycle control, DNA damage checkpoint 
functions, and chromatin remodeling 
(Hübscher et al., 2000; Wu et al., 2014). 
DNA polymerases are highly accurate, 
with an intrinsic error rate of less than 
one mistake for every 107 nucleotides 
added (McCulloch and Kunkel, 2008; 
Kunkel and Bebenek, 2000).

Most DNA polymerases have a 
similar three-dimensional fold despite 
having virtually no sequence similar-
ity (Federley and Romano, 2010). Five 
kinds of DNA polymerases are known 
in E. coli, 8 in Saccharomyces cerevi-
siae, at least 15 in humans, and 12 in 
Arabidopsis thaliana (Garcia-Diaz and 
Bebenek, 2007, p. 105), but even DNA 
polymerases in the same family often 
display very different properties (Garcia-
Diaz and Bebenek, 2007, p. 105).

Some polymerases consist of a single 
polypeptide chain, and others, such as 
those involved in chromosome replica-
tion, are composed of several subunits. 
Even the single-chain versions are large 
and complex. For example, the first 
DNA polymerase discovered was Pol 
I, which is ubiquitous in prokaryotes. 
The E. coli version of the enzyme is 
composed of 928 amino acids (Brown 
et al., 1982). The processes carried out 
by polymerases are very demanding. For 
replication of the two DNA strands, the 
leading strand is synthesized in the 5’ to 
3’ direction and the other lagging strand 
in the opposite direction.

Many more proteins are needed that 
collaborate with these large polymerases. 

For replication alone this includes those 
forming the origin recognition complex 
(ORC) so the polymerase can access 
the DNA, the replication protein A 
(RPA proteins), the MCM complex to 
unwind DNA, proteins to guide poly-
merase switching (on the lagging strand 
polymerase switching is necessary about 
every 100–200 nucleotides synthesized) 
and proteins to prevent premature dis-
sociation from the DNA template (Cot-
terill and Kearsey, 2014).

RNA Polymerases (RNAP)
RNAPs are also very complex. Even 
bacterial RNA polymerases are very 
large. The core enzyme requires sev-
eral proteins and consists of 5 subunits 
besides a transcription initiation factor 
sigma (σ) (Ebright, 2000). Using about 
110 Daltons per amino acid and a me-
dian protein size of 267 for bacteria, the 

~400 kDa core enzyme is equivalent to 
about 14 different proteins working as 
a unit. Figure 4 shows a strand of RNA 
being produced. Furthermore, in E. coli 
more than 100 transcription factors have 
been identified that modify the activity 
of RNAP (Ishihama, 2000). Multiple 
types of RNAP are found in eukaryotes 
(RNA polymerase I–V) (Ebright, 2000). 
RNA and DNA polymerases are so dif-
ferent that postulating an evolutionary 
common origin makes no sense. 

Unique feature of cellular decoders
A series of papers presented at the 
2012 Conference on Engineering and 
Metaphysics drew attention to the re-
quirements for self-replicators to work 
(Mignea, 2014). The few examples of 
complex decoders presented above still 
fall short of expressing how sophisticated 
cellular technology is. In computers, 
the hardware is manufactured once 
and then reused multiple times to run 
programs until wear and tear renders it 
unusable. In cells, hardware processors 
such as RNA polymerases, spliceosomes, 
and ribosomes are built, disassembled, 
and then rebuilt over and over again 
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and at the location needed. This must 
be quantitatively regulated according to 
need and cell type. There are approxi-
mately 20 thousand ribosomes in E. coli, 
and up to 10 million in human liver cells 
(Woodward and Gills, 2012, p. 43). This 
is a general observation for cells, which 
regulate when, how many, and where 
the decoding processors are built, reli-
ably and over thousands of generations. 

Optimization trade-offs are at play. 
Reliably repairing entire molecular 
machines damaged by bond breakage, 
oxidation, and other chemical reac-
tions is probably not feasible as a design 
concept, so rebuilding from high-quality 
components makes sense. There are also 
cases where the biological information 

processing equipment, once formed, re-
mains intact during the remainder of the 
organism’s lifetime to constantly process 
signals, like the whisker neurons of mice, 
which link through a complex relay path 
to the cerebral cortex (Kirschner and 
Gerhart, 2005, p. 161). This also makes 
sense, since whiskers are important 
sense organs needed continually to navi-
gate in the dark and tens of thousands of 
perfect copies are not needed.

Classification of  
Molecular Machines

The cellular hardware that process the 
variables and their values in the differ-
ent codes are examples of molecular 
machines (MMs). New MMs are being 

reported continually (Alberts, 1998; 
Luskin, 2010), and there are hundreds 
of MM types. We wished to find some 
way to classify MMs to help understand 
cells as a whole. An evolutionary origin 
for cells would require this, since the 
starting point would have to be as simple 
as possible. Are some logic processors 
so indispensable they must have arisen 
earlier, and could others be added later?

We tried to develop a scheme based 
on necessary precedence, observing 
that some MMs require a preexisting 
foundation of other MMs. F0F1 ATP syn-
thases can be built only if the necessary 
proteins are already available, suggest-
ing ribosomes are more fundamental. 
However, we know that translation at 
ribosomes requires ATP to function, 
which implies the opposite precedence.

Additional examples we considered 
were also inconsistent with a hierarchi-
cal classification. Ribosomes function 
only once the whole complement of 
aminoacyl-tRNA synthetases (aaRS) are 
in place and mRNAs are being produced. 
However, both aaRS enzymes and RNA 
polymerases are constructed from pro-
teins, so functioning ribosomes would 
need to already have existed.

This is significant since it implies 
an all-or-nothing design. This is incon-
sistent with an unguided evolutionary 
scenario, whereby simpler founda-
tional MMs could somehow evolve 
first to prepare the ground upon which 
more complex MMs can arise. These 
foundational MMs, though, require 
the “higher-level” MMs. We must not 
overlook that foundational MMs such as 
aaRS offer no biological value alone. At-
taching activated amino acids to tRNAs 
without a genetic code or ribosomes 
serves no purpose, and any organism 
wasting the raw materials and energy 
thus consumed would be at a selective 
disadvantage.

We propose tentatively a four-catego-
ry classification of cellular information 
processors, where at least some members 
within each category can interactively 

Figure 4. RNA polymerase (RNAP) during elongation (from Google Creative 
Commons, labeled “for commercial reuse with modification”).
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affect others within the same or the other 
categories (Figure 5).

i) Processors Used to Assemble  
Key Raw Materials
MMs in this category assemble com-
ponents into more complex building 
blocks (e.g., proteins, DNA, RNA, lipid, 
and sugar polymers) and the MMs that 
manufacture high-energy molecules 
such as ATP, Pcr (Phosphocreatine), 
NADH, FADH2 and NADPH. Ex-
amples include ribosomes (Staley and 
Woolford Jr., 2009); DNA polymerases 
(Garcia-Diaz and Bebenek, 2007; Fed-
erley and Romano, 2010; Hübscher 
et al., 2000; Wu et al., 2014); DNA-
dependent RNA polymerases (Jonkers 
and Lis, 2015); RNA-dependent RNA 
polymerases (Ahlquist, 2002; Maida and 
Masutomi, 2011); reverse transcriptases 
(Ducrest et al., 2002); and aminoacyl-
tRNA synthetases (aaRS) to charge 
tRNAs (Yadavalli and Ibba, 2012). We 
provide only some examples here and 
will not go into details but reiterate how 
many proteins are typically involved 
per MM. For instance, the aaRS core 
complex in multicellular eukaryotes is 
composed of 8 proteins with 9 enzyme 
activities and 3 auxiliary proteins (Nor-
cum et al., 2005).

ii) Processors That Refine Raw Materials
Several molecular machines refine the 
location, concentration, half-lives, and 
other properties of biomolecules already 
assembled. Examples include spliceo-
somes (Nilsen, 2003); hexameric AAA+ 
enzymes (Hanson and Whiteheart, 
2005; Bar-Nun and Glickman, 2012); 
RNA helicases (Jankowsky, 2011); DNA 
helicases (Sommers et al., 2015); topoi-
somerases (Nitiss, 2009); machines 
producing chromosome double-strand 
breaks followed by homologous re-
combination during meiosis (Baudat 
et al., 2013; Brick et al., 2012; Yamada 
et al., 2013); protein kinase c (PKC) 
(Steinberg, 2008); proteosomes (Bhat-
tacharyya et al., 2014); apoptosomes/

caspases (Rastogi and Sinha, 2009); 
RNA degradasomes (Bandyra et al., 
2013) including RITS complexes (RNA 
Interference by Transcriptional Silenc-
ing) (Verdel et al., 2004; Verdel et al., 
2009; Sugiyama et al., 2005); kinesin 
motors (Marx et al., 2009); myosin 
motors (Sweeny and Houdusse, 2010); 
protein translocases such as Tim/Tom 
Systems (Schmidt et al., 2010; Koehler 
et al., 1999); ClpX (a molecular ma-
chine that unfolds proteins and then 
transports them into another complex) 
(Baker and Sauer, 2012); the bacte-
rial SecYEG PreProtein translocation 
channel (Lycklama and Driessen, 2012); 
Hsp70 chaperone machines (Mayer and 
Bukau, 2005; Mayer, 2013); and Hsp60 
chaperone machines (Fink, 1999; Mer-
endino et al., 2010).

iii) Processors Providing Services  
as Integrated Modules
Some MMs provide holistic cellular 
services that go beyond assembling and 
modifying biochemicals. Examples 

include calcium pumps (Brini et al., 
2013); cytochrome C oxidase protein 
pumps (Wikström, 2004; Yoshikawa 
et al., 2011; Yoshikawa and Shimada, 
2015); meiotic and mitotic cohesin 
complexes to ensure accurate chromo-
some segregation during replication 
(Mehta et al., 2012; Maddox and Ladou-
ceur, 2015); condensin I and II com-
plexes (Hirano, 2012); immunological 
synapses, a complex cellular structure 
that forms at the interface of a T cell and 
a cell that expresses the peptide–MHC 
complexes (Dustin, 2014); Smc5/Smc6 
complexes (Outwin et al., 2009; Farmer 
et al., 2011); cytoplasmic dynein mo-
tors (Allan, 2011); MRX complexes, 
which determine telomere integrity by 
a protein-counting mechanism (Lue, 
2009; Ball et al., 2014); F0F1 ATP syn-
thases (Long et al., 2015), which consists 
of at least 22 subunits (Nakamoto et al., 
2008); bacteriorhodopsin (bR), the sim-
plest known light-driven proton pump 
(Haupts et al., 1999); hemoglobins 
(Schechter, 2008); and kinetochores, for 

Figure 5. Model to classify cellular information processors. Members from each 
category can affect and be affected by the results of processors from the other 
three processors.
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which over 80 protein components are 
involved (Cheeseman and Desai, 2008). 
These machines need not be physically 
connected into adjacent, cohesive units.

A matter to consider is whether there 
is a clear boundary between multicom-
ponent MMs and integrated processes 
such as the Calvin-Benson cycle (11 
enzymes; Michelet et al., 2013) and the 
TCA cycle (King, 2015).

iv) Processors Providing  
Visible Biological Features
Finally, it seems that some MMs com-
prise biological features whose value and 
operation are clear by simple observa-
tion even lacking understanding about 
the molecular mechanisms involved. 
Examples include bacterial flagella (Xie 
et al., 2011); eukaryotic flagella and 

cilia, using over 360 different proteins in 
the case of green alga Chlamydomonas 
reinhardtii, (Pazour et al., 2005); blood 
clotting cascades (Adams and Bird, 
2009); antibodies and the adaptive im-
mune system (Iwasaki and Medzhitov, 
2015; Schenten and Medzhitov, 2011; 
apicomplexan glideosomes (Boucher 
and Bosch, 2015; Frénal et al., 2010); 
type I-VII chaperone–usher and the 
curli secretion systems (Costa et al., 
2015; Douzi et al., 2012; Chatterjee et 
al., 2013).

Final Comments on  
Type I Cellular Hardware

The type I hardware discussed above is 
indispensable to process coded data in 
a cell that “either instructs or directly 
produces nontrivial function at its des-

tination” (Abel, 2011, p. 3). In Part 1 
(Truman, 2016) we mentioned that in 
the genetic code, different codons can 
specify translation to the same amino 
acid, but these codons are not 100% in-
terchangeable for all biological purposes. 
There are at least five “variables” known 
on ribosomes where logic processing oc-
curs: at the A (aminoacyl), P (peptidyl), 
E (exit), T (elongation factor Tu), and I 
sites (initiation). At the A site the value 
of the variable is specified each time by 
a codon from an mRNA placed there, 
and then several logical operations are 
performed (Figure 6). One operation 
communicates which amino acid to add 
to the growing peptide chain.

RNA transcription elongation rates 
are also highly variable throughout 
different genes, which affect co-tran-

Figure 6. Some of the instructions being carried at the A site of ribosomes, identified by empirically observing what happens 
when each codon on mRNA is processed.
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scriptional processes such as splicing, 
termination, and genome stability. This 
pausing, especially for Pol II, involves 
several transcription factors and com-
plexes such as the NELF and DSIF 
in gene and sequence-specific ways 
(Jonkers and Lis, 2015). RNA interfer-
ence is another example of an RNA code 
specifying processing steps. Binding of 
miRNA to excessive mRNA can prevent 
translation but may also recruit enzymes 
to actively degrade the mRNA (Francis, 
2011, p. 130).

We now observe something remark-
able from a computer design perspective. 

“Instructions” in cells such as how fast 
to translate each codon, to release the 
attached tRNA, and to move the mRNA 
forward one position, are not imple-
mented using prescriptive, readable 
instructions in a source-code program 
but through precisely crafted biochemi-
cal features. These include the bonding 
strength between the tRNA’s anti-codon 
with the mRNA codon, the concentra-
tion of that particular tRNA present, and 
attachment of a high energy ATP at just 
the right time and place.

II. Hardware that  
Contribute without Codes

Two kinds of computer and cellular 
hardware are used to guide outcomes: 
those whose purpose is to process coded 
data (as discussed above) and those that 
operate primarily without codes, which 
we now consider.

In cells, far more hardware functions 
are integrated into the entire system 
than in computers. It is the nature of 
computers to provide value by running 
software programs that generate conclu-
sions in symbolic form that humans or 
other programs to a major extent then 
act on. Individual self-replicating com-
puters do not exist, needing to synthesize 
their own energy and their own internal 
hardware (cables, memory cards). Cells 
are to a much greater extent “their own 
customers” and need to physically act on 

the symbolic conclusions made. It is not 
enough to calculate how much of which 
materials or energy need to be gener-
ated, or that repairs must be performed, 
or the timing of cell cycle phases. The 
cells must physically act on most of the 
consequences from these conclusions 
on their own. 

Insights from CIS Theory
Human DNA consists of four possible 
nucleotides at around 3 billion base pair 
positions and bacteria of a few million 
base pairs. The coding capacity in terms 
of binary decisions is insufficient as the 
only source of guidance for organism 
development, continual decision mak-
ing and internal cellular physical imple-
mentation, a concern that led to coded 
information theory (Truman, 2012a; 
Truman, 2012b; Truman, 2012c; Tru-
man, 2013). Others are also concluding 
there are informational sources beyond 
what could be hard-coded on DNA.

Woodward and Gills (2012) wrote 
recently, “To be more specific, the zy-
gote’s three-dimensional structure seems 
supremely important. Every molecule, 
every structure, every atomic nook 
and cranny of the zygote potentially 
contributes to the cell’s destiny” (p. 78). 
Francis (2011) also comments, “In the 
traditional view, genes function as execu-
tives that direct the course of our devel-
opment. In the alternative view, which I 
advocate, the executive function resides 
at the cellular level and genes function 
more like cellular resources” (p. xiii).

DNA cannot directly specify all the 
things that occur such as the precise 
arrangement of all neurons, where and 
how which proteins interact, and the 
organization of the circulatory system, 
nor can it anticipate how to adjust our 
bodies for every step we might take.

Physical constraints designed into 
the CIS can decrease the contribution 
that needs to be communicated by 
coded messages by channeling possible 
outcomes. Here is an example: A coded 
message could instruct a robot which 

decisions to take to transverse a maze. As 
a simplified example, we are to provide 
a coded message instructing whether to 
move Up, Left, or Right (Truman, 2015).

In Figure 7 the eleven-symbol 
message “UUULUULUULU” is used, 
where every position communicates a 
new value to a receiver decision variable. 
Assume that upon entering any of the 
cubicles in the last row a sensor at that 
location is activated, attaching a rope to 
the robot, which is then dragged to the 
destination. The minimum number of 
U, L and R symbols required to reach 
the most distant square (labelled X in 
Figure 7) would be twelve.

The sensor and guiding rope could 
be cleverly placed closer to the origin, 
requiring less informational contribu-
tion from a coded instruction (Figure 8).

In the extreme case, the intention 
could be satisfied using the rope only 
(Figure 9). The rope could mimic the 
turns expressed formerly by coded mes-
sages.

What might be overlooked in this ex-
ample, but is fundamental to understand 
cells, is that there is considerable design 
and specification agreement up front, 
and the software effort can benefit from 
this foreknowledge: the environment the 
code must operate in is set, how to inter-
pret each symbol is known, and physical 
factors prevent undesired behavior from 
occurring (e.g., gravity prevents the 
robot from moving upwards).

Let us elaborate. We know the size of 
the squares and that they are the same, so 
each length of advance can be identical 
when designing the equipment and the 
code. This implies the precise duration 
to continue in each of the three possible 
directions does not need to be commu-
nicated along with each symbol. Know-
ing the nature of the now constrained 
problem and equipment design, no 
search algorithms need to be included, 
whereas this might not be true of other 
possible designs. If we know movement 
can only be in two dimensions, exactly 
90° or straight ahead, then corrective 



30 Creation Research Society Quarterly

instructions will not be needed. All these 
contributions permit sending the robot 
to any destination using very simple 
coded messages.

There are many biological analo-
gies, such as when some mRNAs 

“automatically” delay translation or are 
stored and often transported to where 
translation should occur (Anderson 
and Kedersha, 2006). Another example 
involves ribosomes being created near 
where the mRNAs should be translated 
or are transported by kinesins along 
microtubule pathways. Other examples 
include the separation of chromosomes 
by spindles into precise locations for 
physical mechanical reasons before 
ending up in daughter cells during 
mitosis, and signal transmission along 
neurons. Movement in the maze ex-

ample was constrained to a few adjacent 
squares in only two dimensions, but 
specifying in three-dimensional detail 
reliably where everything should be 
sent in a cell and when using only 
coded messages would be a nightmarish 
requirement.

Emergent properties do arise that 
need not be implicit in physical prop-
erties of individual components used 
by a system (Lehn, 2002). Turning the 
ignition key of a car initiates a series of 
processes that include combustion in a 
useful manner, resulting in “emergent 
properties.” The same is true of biologi-
cal systems, in which judicious prepa-
ration of the necessary components 
automatically results in the intended 
outcome without additional active 
coded informational guidance.

Although a multitude of coded 
parameters are used by cells to specify 
intention, they operate in the context 
of many designed physical constraints 
that significantly prevent erroneous 
behavior. Even diffusion of second 
messengers such as calcium, nitric 
oxide, carbon monoxide, lipophilic 
molecules (diacylglycerol, ceramide), 
superoxide, hydrogen peroxide, and 
hydrogen sulfide—presumably a Brown-
ian type random movement—has been 
optimized in many ways. They are small 
and of appropriate solubility in a fluid 
environment to facilitate motion and 
will only need to explore restricted vol-
umes using multiple copies and a high 
concentration of potential targets.

Cells possess several components 
that contribute toward correct (and 

Figure 7. Coded messages consisting 
of U, L and R (Up, Left, Right) can 
instruct how to traverse a maze. At least 
twelve symbols would be needed to 
reach the most distant point labelled X.

Figure 8. If the guiding rope is placed 
optimally in the fifth row, nine combi-
nations of U, L, R suffice to reach the 
most distant point (marked X), from 
which correct exiting would be ensured 
with the help of an attached rope.

Figure 9. If the guiding rope is placed 
right at the entry point of the maze, 
no additional coded message would be 
necessary to traverse the maze.
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prevent incorrect) behavior. In the 
few examples mentioned next, we will 
see a recurring theme: the informative 
contribution of the assemblages is far 
greater than was provided by the coded 
messages used to put them together and 
to interact with them. There is a lever-
age effect. For example, a certain kind 
of membrane can usefully constrain a 
vast multitude of the appropriate kinds 
of bio-substances to a relevant region.

Cytoskeleton
The cytoskeleton is composed of pro-
teins that can form long fibers and inter-
act with cell membranes (Doherty and 
McMahon, 2008; https://en.wikipedia.
org/wiki/Cytoskeleton). The designs in 
eukaryotic cells are particularly elabo-
rate, where different proteins are used 
to form the microfilaments, microtubule, 
and intermediate filaments. About 70 
proteins are used to build intermediate 
filaments, and all except crescentin are 
found only in animal cells (Herrmann et 
al., 2007). The cytoskeleton can interact 
with hundreds of other proteins, such as 
cross-linkers, capping proteins, nucle-
ation promoting factors, and signaling 
molecules (Huber et al., 2013; Fletcher 
and Mullins, 2010). 

The cytoskeleton provides indis-
pensable services. Entire chromosomes 
are moved to daughter cells during 
replication (i.e., millions of individual 
nucleotides benefit as an ensemble), 
cell and organelle shape and volume 
are maintained, intracellular trans-
port of entire organelles and vesicles 
are performed (i.e., with their entire 
biochemical content), the location of 
some macromolecules is constrained, 
portions of the cell are connected 
along which myosin-based motors can 
be guided, and the nuclear lamina is 
strengthened.

A few special signals guide the 
creation of these kinds of constraints. 
For example, microtubules grow in 
many directions until they encounter 
a signal on a membrane wall, at which 

point stabilizing agents lock the end of 
the microtubule in place (Kirschner 
and Gerhart, 2005, p. 151). As another 
example, vascular endothelial growth 
factors determine where new blood 
vessels are to develop, ensuring cells in 
most need of oxygen are supplied best 
(Kirschner and Gerhart, 2005, p. 169).

Pathways in retina to guide photons
In addition to the cytoskeleton discussed 
above, there are other examples of 
processes being guided by constraining 
physical pathways, such as the circula-
tory system, neural pathways of somato-
sensory perception, and brain neural 
networks. Photon signals that land on 
any of the estimated 260 million pho-
toreceptors are transferred via 2 million 
ganglion cells on to the central nervous 
system (Gazzaniga et al., 2009, p. 178). 
Once the pathways are in place—during 
the organism’s development and later 
learning—many of the activities that 
occur every second are largely automatic, 
and subsequent logic processing of the 
signals being received is thereby simpli-
fied. If photons were to land all over 
the place and not be guided to where 
interpretation is to occur in the brain, 
it would be close to impossible to make 
sense of these signals.

Organelles
As an example organelle, we will men-
tion peroxisomes, which degrade fatty 
acids and eliminate toxic hydrogen 
peroxide in the cell. To do this, numer-
ous enzymes are imported from the 
cytoplasm and concentrated together 
to work effectively (Montilla-Martinez 
et al., 2015). Here again we see the col-
laboration of CIS factors, since codes 
are also involved (Truman, 2016, Figure 
1). Proteins to be transferred to peroxi-
somes carry certain signal sequences, 
called PTS1 and PTS2, which are 
recognized by import receptors. All the 
necessary participants are then forced 
conveniently close together within the 
organelle space.

Protein containing subcompartments
Ribonucleoproteins form discrete cy-
toplasmic RNA granules in germ cells 
(“polar” and “germinal granules”), 
somatic cells (“stress granules” and 

“processing or P bodies”) and neurons 
(“neuronal granules”). These are in-
volved in many processes, including 
mRNA localization and degradation, 
posttranscriptional modulation, and epi-
genetic gene expression (Anderson and 
Kedersha, 2009; Anderson and Kedersha, 
2006; Kiebler and Bassell, 2006).

The eukaryotic nucleus contains 
subnuclear compartments such as 
the nucleolus, interchromatin gran-
ules (ICGs), PcG bodies, cajal bodies, 
perinucleolar compartment, and PML 
bodies, where special processes are 
coordinated (Spector, 2001; Shapiro 
2011, p. 38; Osborne et al., 2004). Many 
steps in the DNA-damage repair process 
demand a careful spatial and temporal 
synchronization of events (Misteli and 
Soutoglou, 2009) carried out in “repair 
centers” (Lisby and Rothstein, 2005). 
The structures in the eukaryote nucleus, 
where specific and repetitive processing 
such as replication, transcription, and 
repair occurs, are referred to as “facto-
ries” (Mitchell and Fraser, 2008; Razin 
et al., 2011). 

As with virtually all cell process, ad-
ditional guidance within the subcom-
partments is provided by coded messages 
usually in the form of sequence patterns. 
There are signals called S/MARs (sur-
face/matrix attachment regions) that 
communicate the sites for localization 
to the nuclear lamina (Meuleman et 
al., 2013). However, it is also true that 
location and concentration of the cor-
rect components are ensured through 
purely physical principles once the 
engineered parts are assembled into a 
functional unit.

Lipid rafts
These are heterogeneous domains with 
high levels of cholesterol and sphin-
golipids on membranes that result in 
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different protein composition. The 
rafts are defined as “small (10–200 nm), 
heterogeneous, highly dynamic, sterol- 
and sphingolipid-enriched domains that 
compartmentalize cellular processes. 
Small rafts can sometimes be stabilized 
to form larger platforms through protein-
protein and protein-lipid interactions” 
(Pike, 2009).

Lipid rafts are more ordered and 
tightly packed than the surrounding 
bilayer and seem to float in the mem-
brane bilayer. Although more common 
in plasma membrane, lipid rafts have 
also been identified in lysosomes and 
the Golgi apparatus.

This special environment within 
membranes can facilitate various pro-
cesses in eukaryotes, such as cell signal-
ing (by increasing the chances of the 
necessary protein-protein interactions), 
protein trafficking, and regulation of 
neurotransmission (Simons and Ehe-
halt, 2002).

Membranes and pores
Larger molecules such as amino acids, 
glucose, and nucleotides have a difficult 
time passing through membranes, so 
their location can be controlled by these 
barriers, alleviating the need for coded 
messages to specify this restriction in 
location. The surfaces of membranes 
can also be used for other purposes, such 
as helping to silence inactive chromatin 
(Walhout et al., 2013, p. 138) (Figure 
10).

Eukaryotes have about 2000 nuclear 
pores—each composed of over 30 ma-
chinelike parts (Woodward and Gills, 
2012, p. 40)—that permit transport of 
various substances in and out. In addi-
tion, ion channels permit the movement 
of ions like Na+, K+ and Ca2+ across 
membranes at a controlled rate, for ex-
ample, by using a limited number and 
location of these channels.

Concentration gradients
Concentration gradients can act as infor-
mational signals. In the nervous system, 

nerve cells develop in many directions 
but soon undergo suicide (apoptosis) 
unless they enter a region possessing 
enough of a “survival factor” such as 
growth factors and cytokines (Fuchs and 
Steller, 2011; Portt et al., 2011).

Morphogens such as activin, bone 
morphogenetic protein (Bmp) 4, sonic 
hedgehog (Shh), and bicoid (Bcd) act 
as graded positional cues that control 
cell specification in developing tissues. 
Most are protein ligands that bind to 
transmembrane receptors and initiate 
intracellular signal transduction cas-
cades to regulate the transcription of 
specific target genes (Ashe and Briscoe, 
2006). To be a morphogen a concentra-
tion gradient of the substance must be 
able to generate at least two distinct cell 
types. These ligands can establish the 
initial polarities of embryos and specify 
cell identity in tissues by communicating 
their position with respect to the source 
of the signal.

Other concentration gradients pro-
duce their effects through more obvious 
physical-chemical reasons. Water moves 

automatically toward hypertonic regions 
(regions with high concentration of dis-
solved substances), and ions like Na+, 
K+ and Ca2+ naturally flow down their 
concentration gradients. (The Na+/K+ 
ion pump moves Na+ out of the cell 
and K+ in, against their concentration 
gradient, using energy provided by ATP.) 
Some passive transport is also facilitated 
by transport proteins in the membrane, 
but much guidance seems to be pro-
vided by the concentration gradient, a 
strictly physical factor that still needs to 
be properly organized.

Chemical binding
The need for coded instructions is 
decreased dramatically by ensuring 
that only a subset of possible chemi-
cal reactions can occur. Only the 3’5’ 
phosphodiester bonds are permitted 
in nucleic acids to form the DNA and 
RNA backbone and only peptide bonds 
in the case of protein chains. Since the 
other reactions have deliberately been 
excluded from the cell design, the 
particular kind of reaction to perform 

Figure 10. The surface of the nuclear lamina can help deactivate transcription-
ally inactive chromatin (shown in heavier lines for two different chromosomes). 
Regulatory and active genes from the same or different chromosomes can be 
concentrated together in the nuclear interior using protein complexes.
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does not need to be specified by coded 
instructions.

Binding strengths
It is easy to overlook that cellular codes 
benefit by being able to make assump-
tions (recall the discussion above on the 
labyrinth). If the decoding procedures 
should be unreliable for any of the codes, 
the coded instructions would need to 
be far more complex, having to check 
current states and take corrective action. 
Current states are indeed checked by 
cells for complex processes, for example 
in the cell cycle. To illustrate, suppose 
the genetic code was highly unreliable 
for any of many possible reasons, one 
example being that ribosomes had not 
been precisely engineered to operate 
on nucleotides as triplets, leading to 
translation frameshifts. The system 
design would now need all kinds of 
error-correcting logic.

The cellular design, however, has 
already taken this critically important 
factor into account, by using binding 
interactions and dimensions that are just 
right for all the codes. Consider how epi-
genetic tags must be added and removed 
reliably, in some cases easily (histone 
code: see http://www.cellsignal.com/
contents/resources-reference-tables/
histone-modification-table/science-
tables-histone) while in other cases with 
much more difficulty (e.g., methylation 
of DNA). The codon-anticodon strength 
plus supportive context in ribosomes 
ensures an interaction strong enough 
to ensure reliable identification but not 
so strong the mRNA would often stall. 
There are many examples of this “just 
right” principle that the codes implicitly 
rely on, such as the TF to CRE interac-
tions, DNA-DNA base pairing strength, 
histone to DNA interaction, phosphory-
lation to proteins, and so on.

Location of synapses
Guidance of action potentials along neu-
rons are dramatically aided by having 
the presynaptic terminals (where neu-

rotransmitter molecules are released) 
already located at the ends of axons, 
strategically very near the postsynaptic 
neuron. 

Correct range of pH,  
temperature, viscosity
Cells regulate their internal environ-
ment in many ways, including pH, 
temperature, free radical content, waste 
products, and viscosity. This automati-
cally lowers the entropy with respect to 
a reference state lacking these control-
ling factors, thus circumventing the 
need for coded instructions to avoid the 
unwanted possibilities.

Cells interacting as ensembles
Striated or skeletal muscles consist of 
several cells that have fused together. 
They are excitable by neuronal stimu-
lation, which causes them to contract, 
but the direction and range of possible 
behavior have already been established 
using physical constraints. For example, 
they do not need special instructions for 
how to restore the resting length since 
they have suitable elastic properties 
(Frontera and Ochala, 2014).

Discussion and Conclusions
In Part 1 (Truman, 2016) we saw that 
cellular processes are controlled using 
Boolean logic and many codes, each 
with their own data types, data struc-
tures, and operations. The resemblance 
to software used by digital computer is 
inescapable. Here in Part 2 we complete 
the picture by discussing the hardware 
aspects of the cellular information pro-
cessing systems, necessary to instantiate 
the symbolic formalism and to provide 
physical constraints to ensure the correct 
outcomes.

The cell must be understood as a ho-
listic entity. We agree with Moss’s view: 

“I have begun to marshal evidence on 
behalf of the idea that cellular context 
as a whole is basic to the nature and 
continuity of living beings and is irre-

ducible to any of its constituent parts” 
(Moss, 2004, p. 95). The guidance is 
not provided by a blueprint or detailed 
prescriptive language on DNA, a notion 
associated with the theory of preforma-
tionism prevalent in the eighteenth and 
nineteenth centuries (Francis, 2011, pp. 
120, 126; Oyama, 2002, ch. 3). An ex-
ample by Francis (2011, p. 86, 111) dem-
onstrates this. Most (tens of millions) 
of epigenetic methyl tags are removed 
during the process of making animal 
eggs and sperm. Then the methylation 
patterns are restored in the egg and 
sperm cells before fertilization. Obvi-
ously, the guidance to restore the pattern 
must have come from an informational 
source other than the now methyl-free 
DNA. Then after fertilization, but before 
implantation, many of the methyl tags 
are removed again. In the case of plants, 
epigenetic tags developed during a 
lifetime can be stable over hundreds of 
generations, since epigenetic reprogram-
ming is much less pervasive (Francis, 
2011, pp. 87, 90).

Challenge to Produce  
One New Protein by Chance

A large variety of proteins from unre-
lated protein families are needed to 
build molecular machines (and often 
long RNA chains are also needed). The 
vast majority of random polypeptide 
sequences, however, are unsuitable for 
biological purposes, but until a new 
protein provides a measurable level of 
functionality, natural selection cannot 
favor that organism. One way to estimate 
the proportion of useful to worthless 
sequences is to recognize that globular 
proteins must first be able to fold reliably 
so that the various steric and electronic 
features are located reliably every time 
that protein is produced.

Douglas Axe replaced small clusters 
of side-chains randomly starting with a 
weakly functional β-lactamase domain 
to estimate the proportion that fold. Tak-
ing into account that about 104 protein 
fold types exist in cells, he concluded 
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that roughly 1 in 1074 domain-sized se-
quences fold reliably (Axe, 2004, 2010).

The literature on folding proportion 
was reviewed in a series of six papers in 
the Journal of Creation (Truman, 2012a) 
that concluded that the only unam-
biguous cases of folded artificial proteins 
produced in a lab so far had been intel-
ligently designed. This guidance came 
from scientists applying a deep under-
standing of optimal polypeptide sizes 
to permit folding (considerably smaller 
than a median sized protein) and which 
amino acid patterns favor formation of 
necessary substructures for folding, such 
as α-coils and β-sheets.

The literature needs to be inter-
preted carefully. Polypeptide chains can 
form semi-structured but still basically 
amorphous molten globule states with 
various collapsed conformations, crude 
cooperative unfolding, and second-
ary structures. It is not surprising that 
various polypeptide sequences reveal 
through spectroscopy some secondary 
structure in some randomizing experi-
ments, but a few random α-helices and 
β-sheets produced, of different sizes 
and locations each time a polypeptide 
sample clumps together, is not the same 
thing as a protein reliably and identically 
folding to a single state.

Three general approaches have been 
used to estimate this proportion (Tru-
man, 2006): (1) designed “semi-random” 
chains of amino acids are generated to 
see if any show evidence of folding; (2) 
existing protein sequences are mutated 
to see how much change is tolerated; (3) 
sequence variability across organisms 
is compared. The available estimates 
range widely, with the examples dis-
cussed ranging between one out of 1044 
to 10112 (Truman, 2006).

As an example experiment con-
ducted at MIT, one to three codons 
were varied at 25 positions along a 
92-residue portion of a 237 amino acid 
γ-repressor (Reidhaar-Olson and Sauer, 
1990). For only the 92-residue portion 
examined, a proportion of about one 

out of 1063 sequences was estimated to 
be functional. In a recent study using 71 
residue random-sequence proteins with 
overall composition tailored to resemble 
globular proteins, the authors com-
mented that “a mere 5–20% of a given 
protein’s amino acid sequence remains 
invariant during evolution,” implying 
that forming proteins by chance is easy 
(LaBean et al., 2011).

But let us examine LaBean’s esti-
mate. Assume 5 to 20% must be invariant 
and every other combination in 80–95% 
of a protein could be acceptable. Then 
each kind of protein with median length 
250 residues would only need to have 
n = 12.5 to 50 residues placed cor-
rectly, where each position would have 
a chance of about 1/20 being correct 
by chance (depending on the model 
assumptions, such as prebiotic amino 
acid proportions, or a genetic code). 
(1/20)n for n = 12.5 to 50 implies a pro-
portion of only 10–17 to 10–65. The reality, 
however, is that only a small proportion 
of proteins having the remaining 80 to 
95% positions totally random would still 
fold reliably, so the proportion on aver-
age is surely many orders of magnitude 
smaller than 10–17. Even small proteins 
such as cytochromes (only 104 residues) 
show identity at 26 positions for all the 
sequences available (Bray, 2009, p. 141), 
and (1/20)26 = 1.5x10–34.

To put the analysis in perspective, 
using optimistic evolutionary assump-
tions demonstrates that the maximum 
number of polypeptide candidates that 
could have been generated by living 
organisms would be about 1046, spread 
throughout all organisms and over 
more than four billion years (Truman 
and Heisig, 2001). To produce a single 
new, minimally functional molecular 
machine, many unrelated proteins must 
be present at the same time, proportion, 
and location only to satisfy the hardware 
portion of the processing requirements.

Using the highest proportion of 10–17 
from above would imply odds of obtain-
ing a single copy of three different folded 

proteins as (10–17)3 or (10–51), and these 
must be all located together at the same 
time and place and somehow jointly 
happen to do something biologically 
useful. Recall that at most 1046 organ-
isms ever lived. How could ribosomes, 
RNA and DNA polymerizes have been 
produced by chance?

A new complex machine such as a 
spliceosome would also require that the 
corresponding software components be 
in place: separating introns and exons 
requires the correct signals at the right 
place and that false positives not be 
spread all over the genome.

When analyzing molecular ma-
chines one should consider the size of 
the proteins used to create them, since 
larger proteins are much more difficult 
to form by chance. As an orientation, 
the median number of amino acids 
composing proteins has been calculated 
to be 361 for Eukarya, 267 for Bacteria, 
and 247 for Archea (Brocchieri and 
Karlin, 2005).

Decoders Must Be Inheritable
During mitosis, copies of the various 
coded data plus functioning copies of 
the decoding MMs all need to be repli-
cated correctly for the daughter lineage 
to still function and preserve the cell 
type. It staggers credibility to argue this 
could have arisen through random mu-
tations. For example, to replicate a pat-
tern of 100–200 million methyl groups, 
specialized protein methyltransferase 
enzymes must already exist and be as-
sembled at the site during creation of the 
new DNA (Woodward and Gills, 2012, 
pp. 113–114). As a second example, 
while a new copy of DNA is being syn-
thesized, millions of the 8-histone spools 
are also manufactured for the new DNA 
(Woodward and Gills, 2012, p. 60).

Repair Mechanisms
Reflection shows neo-Darwinian theory 
(NDT) is inadequate to explain the 
origin of sophisticated computational 
machines like cells, with elaborate logic 
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processing, multiple codes and many 
very complex collaborating decoders. 
They are functioning von Neumann self-
replicating automatons (Barbieri, 2003, 
p. 25). This kind of complexity is foreign 
to inanimate matter and until carefully 
set up to be adaptable and self-correcting 
would quickly collapse as a viable system. 
More than 10,000 DNA damage events 
occur daily in every cell in the human 
body, and if left to itself, a malfunction-
ing (cancerous) cell would spread the 
damage. We survive because our cells 
possess about 10 different DNA repair 
pathways, designed to handle particular 
lesions (Mullins et al., 2015).

Error correcting processes—such 
as double-strand break (DSB) (Brissett 
and Doherty, 2009) and nucleotide 
excision repair (NER) (Harfe and Jinks-
Robertson, 2000)—probe the genome 
for endogenous and exogenous damage, 
and must be able to recognize special 
patterns that signal damage, which 
incidentally represent yet another code. 
Codes and processing equipment are 
ubiquitous in cellular repair. Noncod-
ing RNAs are expressed in response to 
damage (Chowdhury et al., 2013) and 
a number of phosphorylation, acetyla-
tion, methylation, ubiquitylation and 
chromatin-remodeling codes are used to 
demarcate the lesion site. These provide 
the informational input to first assemble 
and then break down the required repair 
machines (Gospodinov and Herceg, 
2013; Hitomi et al., 2007; Marteijn et 
al., 2014; Panier and Durocher, 2013). 
Damaged DNA is often mobilized to 
subnuclear repair centers (Shapiro, 2011 
p. 46; Bekker-Jensen and Mailand, 2010; 
Lisby and Rothstein, 2004), another 
example of the dynamic interaction 
between informational parameters and 
dynamic hardware processors.

Genome Truncation 
A final reason we’ll mention for the 
irrelevance of NDT involves the re-
quirement to start simple and increase 
complexity. Many complex molecular 

machines, such as spliceosomes, are 
only found in eukaryotes, which sup-
posedly arose long after prokaryotes, so 
the theory must explain the origin of 
dramatic innovations and much larger 
genomes. Eukaryotes have far longer 
generation times and much lower popu-
lation sizes, so considerably fewer than 
1046 complex organisms would have 
been available to produce a multitude of 
novel proteins de novo. Needed are not 
trivially different protein sequences but 
proteins distributed among very different 
protein families. At least 4909 protein 
families are used in biology (Punta et 
al., 2012).

NDT is all about competitive rep-
lication from common ancestors. This 
poses a big problem. For small pro-
karyote organisms having around 1000 
genes in the distant past, individuals 
expressing unnecessary genes would 
be disadvantaged, and streamlined 
competing individuals or species would 
soon out-populate them. The com-
ponents of new molecular machines 
(without which the new codes would 
be worthless) would have to offer a 
net and immediate benefit above the 
disadvantages of longer chromosome 
replication times and greater energy 
plus material demands.

The new systems could not develop 
step-wise, waiting millions of genera-
tions for future fortuitous mutations to 
eventually generate a minimal level of 
selectively measurable functionality. 
The only way to compete against sister 
species in that immediate environment 
would be to truncate genomes, by 
eliminating whatever genetic material 
is not needed at the moment. Bacteria 
constantly eliminate DNA, and genome 
streamlining is a well-known phenom-
enon (Wagner, 2005, 2007; Truman and 
Terborg, 2008a, 2008b).

Neo-Darwinism Fails to Explain  
the Origin of Logic Processing

Neo-Darwinian theory remains the 
dominant naturalist evolutionary theory 

and assumes all extant life evolved from 
a common ancestor, despite ever-in-
creasing gaps in credibility. Historically 
it developed from a philosophical desire 
to deny the activity of a creator. Shapiro, 
from the University of Chicago, pointed 
out that “this insistence on randomness 
and accident is not surprising. It springs 
from a determination in the 19th and 
20th Centuries by biologists to reject the 
role of a supernatural agent in religious 
accounts of how diverse living organisms 
originated” (Shapiro, 2011, p. 1).

Müller, from the University of Vi-
enna, summarizes well where the theory 
now stands: 

In the neo-Darwinian world, the mo-
tive factor for morphological change 
is natural selection, which can ac-
count for the modification and loss of 
parts. But selection has no innovative 
capacity: it eliminates or maintains 
what exists…. The inability of 
evolutionary theory to account for 
phenotypic organization has been 
recognized by numerous authors, 
with regards to both biochemical 
and morphological evolution. (Mül-
ler, 2003, p. 51)

In general, whenever we come 
across the terms “convergent evolution,” 

“genetic piracy,” or “exaptation,” we will 
discover a failure of neo-Darwinian 
theory and in most cases novel logic-
processing elements which produce the 
same kind of biological feature. Müller 
goes into a detailed and very illuminat-
ing analysis of how “homology of a char-
acter in different species does not mean 
this character is generated by identical 
developmental processes, is controlled 
by the same genes” (Müller, 2003, p. 56) 
and admits to “the growing tendency to 
reject homology as a serious scientific 
topic” (p. 56). In the same book, Britten 
concludes that the prospects of finding 
a tree of life has become ever more 
remote, as more genomic sequences of 
microorganism have become available 
(Britten, 2003, p. 79). Of what value is 
a theory that fails to provide research 
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guidance or consistent interpretative 
methods?

In discussing the case of the octopus 
and the human camera eye, Kirschner 
and Gerhart (2005, p. 240) point out 
that the eyes derive from different tis-
sues by different developmental means 
and are based on completely different 
phototransduction circuitries. Müller 
makes the same point (Müller, 2003, p. 
57). Nevertheless, both use eye designs 
having the same pigment (rhodopsin) for 
photoreception, and both send electrical 
signals to the brain. Most now agree that 
a common ancestry for this kind of eye 
makes no sense, especially since organ-
isms similar to the octopus do not share 
this feature, so the word “convergence” 
is used, which actually explains nothing 
whatsoever.

Remarkably, Kirschner and Gerhart 
(2005, pp. 253–254) claim tubulin and 
actin proteins must have been present in 
a common ancestor of prokaryotes and 
eukaryotic cells on the basis of having 
virtually the same three-dimensional 
structures even though they have almost 
zero sequence resemblance. The evo-
lutionary interpretive methodology ap-
parently permits picking and discarding 
what is due to common ancestry versus 
convergence on the basis of whichever 
seems to cause the least difficulties.

Having recognized that assuming 
common ancestry has provided him with 
no guidance, Müller continues asking 
the right questions and comes up with 
a sensible conclusion. “I propose that 
homology is not merely a concept or 
a conceptual tool, as it is often under-
stood, but rather the manifestation of 
morphological organization processes. 
It thus represents a major, unresolved 
problem in evolutionary biology” (Mül-
ler 2003, p. 51).

The words “evolution” and “natural 
selection” have been given unbounded 
creative powers. Müller is now assigning 
a similar role to the word “homology.” It 
is a placeholder for an organizing prin-
ciple that has been instantiated in many 

ways but with a purposeful outcome 
which humans are able to recognize. 

“Homology is the manifestation of an 
ordering principle in morphological evo-
lution … This legitimate and strangely 
neglected scientific question lies at the 
center of the phenomenon of organis-
mal evolution: it is not satisfactorily an-
swered by current evolutionary theories” 
(Müller, 2003, p. 58).

What could these organizational pro-
cesses be but a judicious application and 
reapplication of the kinds of common 
software and hardware informational 
principles we have been discussing?

NDT offers no solution to the 
existence of logic processing found 
throughout cells or the putative dra-
matic increase in complexity over time. 
In fact, it must assume a miracle again 
and again to permit conceptual starting 
points. Systematic genomic comparison 
studies are leading to the view (Lerat et 
al., 2004; Lerat et al., 2005) that a core of 
about 100 different genes are indispens-
able in all organisms. Anything less than 
this would not work. These core genes 
plus a few hundred others that may be 
somewhat exchangeable would have to 
be regulated and operational in a mem-
brane protected up-and-running system. 
A few hundred genes’ worth of DNA on 
their own in a fluid environment will 
perform no biochemistry; they will sim-
ply be a dead polymer like a wet piece 
of plastic. This poses an insurmountable 
barrier for natural processes to produce 
a minimal organism able to survive and 
reproduce reliably.

Excluding a determined philosophi-
cally prior commitment, there is no 
solid scientific basis to believe unguided 
natural processes could or have cre-
ated what hundreds of thousands of 
scientists cannot. As Bray pointed out, 

“Not only are biologists incapable at 
present of manufacturing the enzymes, 
membranes, and organelles needed for 
these processes; they still do not fully 
understand how they work or are put 
together” (Bray, 2009, p. 207).

We agree with Abel that “formal-
ism not only describes, but preceded, 
prescribed, organized and continues to 
govern and predict Physicality” (Abel, 
2011, p. 325). Cells, like all information-
processing equipment, require a cogni-
zant designer.
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