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Introduction
Much is often made, both in creationary 
and evolutionary circles, of the notion 
that genetic mutations are, at least in 
general, “random.” There are multiple 
definitions, however, of the word “ran-
dom,” and knowing which definition is 
being used can help analyze both the 
veracity of the claim and how the claim 
impacts our understanding of biology if 
the claim is true. Specifically, the Led-
erberg and Luria-Delbrück experiments 
are often considered evidence that muta-
tions are random in the sense that they 
are haphazard. While these experiments 
do demonstrate the randomness of many 
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mutations for certain definitions of 
randomness, another possible model is 
that some of the mutations are deliberate 
in order to maximize the population’s 
genetic diversity (Anderson, 2003).

Other types of mutations exist that 
may fall outside of the “random” desig-
nation (Purdom and Anderson, 2008). 
These mutations, while extremely inter-
esting, are not within the scope of this 
paper. Rather, in this paper I will con-
sider only those mutations that occur in 
the absence of any selective pressure and 
use these mutations as a springboard for 
thinking about concepts of randomness 
as applied to Creation theory. 

Definitions of Randomness
In evolutionary biology there are three 
definitions of chance or randomness 
that are offered—noncorrelation, sta-
tistical randomness, and philosophical 
randomness. Much confusion in both 
the scientific and popular literature 
arises from treating all varieties of ran-
domness the same. At their core, most 
notions of randomness involve some 
sense of unpredictability from at least 
one vantage point (Eagle, 2005). This 
is somewhat of a minor point, however, 
compared to the variety of notions for 
which randomness is used. Clarifying 
the concept of randomness will aid not 
only in communicating the properties of 
systems clearly, but also in discovering 
new avenues of design in biology.

Noncorrelation is the simplest 
notion of randomness, as all that it 
implies is that two variables have no 
relationship to each other. This does not 
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imply anything about the operation of 
the variables themselves – they may be 
perfectly nonrandom on their own. As 
long as they vary independently of each 
other, they can be considered noncor-
relative. Also, noncorrelation can rarely 
be generalized – if a variable is noncor-
related with another variable, that does 
not prevent it from being correlated with 
another similar but different variable. In 
current mutation theory, mutations are 
said to not be correlated with the fitness 
needs of the organism that they occur in 
(e.g. Templeton, 2006, pg. 3).

Another notion of randomness is 
what I call “philosophical randomness.” 
This is the notion that a given event is 
happenstance. That is, a given event oc-
curred outside the plan or guidance of 
any overarching control system. These 
events may be deterministic, but are 
fundamentally uncontrolled. When 
using this concept as applied to biology, 
Eble called this the “evolutionary notion 
of chance” and applied it to large-scale 
events in natural history as well as to the 
mutations on which natural selection 
acts (Eble, 1999, p. 75).

The last notion of randomness is 
what I call “statistical randomness.” This 
is the notion that a given set of events, 
whether deterministic or indetermin-
istic, follows a specific set of statistical 
properties. Statistical randomness was 
originally specified by Von Mises, who 
stated that a process is random if all 
infinite subsets of the process’s outputs 
that can be specified using recursive al-
gorithms are random (see Eagle, 2005, p. 
756). Events that have a low likelihood 
of occurring and are statistically random 
are fairly easy to detect by counting 
those events in groups. If the mean and 
the variance of the counted groups are 
roughly equal, it provides good evidence 
that the process is statistically random 
(Luria and Delbrück, 1943). 

Noncorrelation and statistical ran-
domness, however, are quite distinct 
from philosophical randomness. Non-
correlation does not imply anything 

about whether or not a given output 
was planned, and statistical randomness 
is actually harnessed in many applica-
tions to produce a planned result. In 
philosophical randomness, the output 
event is outside of a control. But in many 
cases programmers and engineers put 
statistical randomness under specific 
controls to produce specific outputs. 
Programmers use statistical randomness 
to minimize worst-case runtime perfor-
mance in a variety of settings. As an ex-
ample, some algorithms perform poorly 
on specific input orders, and therefore by 
randomizing the input order as the first 
step, the average computation time for 
the algorithm will be maintained even 
if the input ordering is always the worst 
case. Slot machine designers use statisti-
cal randomness to guarantee that (a) the 
result of any individual pull of the slot 
machine will not be determinable ex-
ternally, and (b) the slot machine owner 
will give out less money than he received. 
Statistical randomness utilized within 
controlled systems is fundamentally dif-
ferent from philosophical randomness, 
in which the outcomes are not under 
any system’s control.

There are also other notions of 
randomness. For example, algorithmic 
randomness is determined by the com-
pressibility of a string of results (e.g. 
Eagle, 2005, p. 769). It is safe to say that 
there are many varieties of randomness 
available, but here we will focus on non-
correlation, statistical randomness, and 
philosophical randomness. Specifically, 
we will look at the Luria-Delbrück and 
Lederberg experiments and see what 
sorts of randomness they imply. 

The Luria-Delbrück 
Experiment
The Luria and Delbrück experiment 
(Luria and Delbrück, 1943) is often 
hailed as definitive proof that mutations 
are philosophically random—that they 
are haphazard events, not derived from 
the “need” of the organism. The test 

is known as the “fluctuation test.” The 
test (illustrated in Figure 1) works as 
follows:
1. Start with a single colony of bacte-

ria.
2. Cultivate the colony in several sepa-

rate tubes and separate these into two 
sets.

3. After cultivation, the tubes are sepa-
rated into two groups.
a. In the first group, the bacte-

rial populations from each tube 
are randomly mixed and then 
spread onto several Petri dishes 
containing a selection agent, 
such as a bacteriophage.

b. In the second group, the popu-
lation from each tube is spread 
onto separate Petri dishes (i.e. 
the populations are not mixed) 
containing the same selection 
agent.

4. The number of surviving/resistant 
colonies on each dish are counted, 
and the mean and variance for 
each group is totaled. If the mean 
and variance are roughly equal, the 
distribution is considered a Poisson 
distribution, indicating statistical 
randomness. The possible results 
are as follows:
a. If the first group is not a Poisson 

distribution, then the experi-
ment was either not conducted 
correctly or the mutational 
pattern is not assessable by this 
experiment.

b. If the first group is a Poisson dis-
tribution and the second group 
is also a Poisson distribution, 
then the selection event is the 
cause of the mutation.

c. If the first group is a Poisson dis-
tribution and the second group 
is not a Poisson distribution, 
then the selection event is not 
the cause of the mutation.

The test of the first (mixed) group 
tells whether or not the mutation 
itself is statistically random and if the 
experiment was set up correctly. If the 
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Figure 1. In the Luria-Delbrück experiment, a single colony is cultivated in two sets of test tubes (Step 1 and Step 2). In step 
3 they are spread across Petri dishes containing a selection agent such as a virus that normally kills the bacteria. The test 
tubes in Set 1 are all mixed before spreading onto plates, while in Set 2 each plate is spread from exactly one test tube. After 
waiting for colonies to form, the colonies on each plate are counted. The time to allow for colony formation is dependent 
on both the selection agent and the bacteria—in the original experiment colonies were counted after 24 and 48 hours. If 
the mean colony count for a set is roughly equal to its variance, then it is likely that set follows an underlying Poisson dis-
tribution. The experiment will give a Poisson distribution for Set 1 and a non-Poisson distribution for Set 2 if the mutation 
is statistically random and not correlated with the selection agent.
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mutation is statistically random, then 
we can use the second group to tell if 
the selection event was the cause of the 
mutation. 

In the second group, the bacteria 
were grown in separate tubes, giving 
each tube an independent lineage. If 
the mutation happened because of the 
selection event, then that would mean 
that the specific lineage of a cell would 
not matter in determining survival—it 
would be the selection event, not the 
lineage, that was causing the mutation. 
If separating them by lineage does dra-
matically affect the distribution (giving 
it a high variance), then lineage is the 

primary factor determining survival, and 
thus the mutation must have occurred 
beforehand (i.e., independently of the 
selection event) and been passed on 
genetically. Figure 2 depicts these two 
possibilities graphically.

This experiment established that, 
for a large number of mutations, the 
produced mutations were both statisti-
cally random and noncorrelative with 
the selection event. 

The Lederberg Experiment
A different experimental method known 
as “replica plating” was developed a 

decade later. It also tests for the noncor-
relation of mutation with the selection 
event but does not prove whether or 
not the mutation is statistically random 
(Lederberg and Lederberg, 1952). The 
Lederberg experiment is also much 
more intuitive and requires less math-
ematics to understand. In the Lederberg 
experiment, a bacterial culture is spread 
across a Petri dish. Following incuba-
tion, individual colonies form on the 
surface of the plate. Using a special 
technique called “replica plating,” the 
colonies on the first plate are sampled 
and copied to a new plate, where they 
are in the same position as the original. 

Figure 2. This is a model showing why the distributions are different for selection-induced and non-selection-induced muta-
tions. The light gray dots represent bacteria that do not have the mutation. Black dots represent bacteria that do have the 
mutation. In this graph, selection is applied at Generation 5. If the mutation was statistically random and noncorrelated 
with selection, then the mutation could have occurred at any point in the organism’s history. The onset of the mutation is 
not only statistically random but also statistically random in every generation. Since the mutation is genetic, the descendants 
of the mutated cell will also have the mutation. This gives cells from that lineage a much larger representation in the final 
population, which will create a large variance. The other possibility is that the mutations are the result of selection. In that 
case, the lineage will not affect the outcome of the mutation—they will be statistically random at the point of selection, 
and nonexistent otherwise.
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Then, a selection agent is applied to 
both plates. If the surviving colonies 
are in the same location on both plates, 
then that means that the mutation had 
occurred prior to the selection event. 

If the surviving colonies are in differ-
ent locations on each plate, then that 
means that the mutation occurred after 
(and because of) the selection event (see 
also Figure 3).

Lederberg, Luria-Delbrück, 
Philosophical Randomness, 
and Future Fitness
The result of these experiments is that a 
large class of mutations is both statisti-

Figure 3. In the Lederberg experiment, a Petri dish is spread with bacteria (Step 1), and individual colonies are form fol-
lowing incubation (Step 2). The Petri dish is then replicated-plated onto another Petri dish in such a way as to preserve the 
position of the colonies on both plates (Step 3). A selection agent is then applied (the original Lederberg experiment used 
bacteriophage T-1) to both plates (Step 4). If the selection itself is the cause of the mutation, then there should not be a 
positional correlation between surviving colonies on each plate. If the mutations were already in the population, however, 
then the same colonies should survive on both plates.
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cally random and noncorrelated with 
selection events. For many researchers, 
this has indicated that the mutation 
process is, in fact, philosophically ran-
dom. As stated in the Berkeley evolution 
web site, “In this respect, mutations 
are random—whether a particular 
mutation happens or not is generally 
unrelated to how useful that mutation 
would be” (Caldwell et al., 2007). This 
is a clear articulation of the concept of 
philosophical randomness, which is 
directly attributed to such experiments. 
Another popular articulation of it ap-
peared on Talk Origins’ Chance FAQ, 
where the author stated, “The changes 
that get encoded in genes occur with 
no forethought to the eventual needs of 
the organism (or the species) that car-
ries those genes” (Wilkins, 1997). One 
more statement comes from the more 
technical literature: “Although many 
environmental agents can influence 
the rate and type of mutation, one of the 
central tenets of Darwinian evolution is 
that mutations are random with respect 
to the needs of the organism in cop-
ing with its environment” (Templeton, 
2006, p. 3). Again, Lederberg is cited 
in support. 

The common conclusion of philo-
sophical randomness from the Luria-
Delbrück and Lederberg experiments 
is based upon a false dichotomy. The 
reasoning that mutation in the absence 
of selection indicates philosophical 
randomness is unwarranted if design 
possibilities are included. Specifically, 
statistically random mutation in the 
absence of selection makes sense in a 
design paradigm as a process to maxi-
mize future fitness.

The two types of randomness dis-
cussed in connection with the Lederberg 
and Luria-Delbrück experiments are 
noncorrelation and statistical random-
ness. Statistical randomness is character-
ized by processes that lead to a constant 
percentage of given events no matter 
what the population size or the method 
of segregating the population. Therefore, 

using statistically random mutations, a 
population of organisms could preserve 
a steady supply of alternative metabolic 
configurations in the population in order 
to prevent selection events from wiping 
out the entire population. If a statistically 
random process is used, it guarantees 
that a certain percentage of mutants 
will exist in the population. This is like 
stock market investors who maintain a 
given percentage of their financial hold-
ings in alternative types of investments 
(gold and bonds for instance) just in case 
market conditions cause the primary 
investments to fail. In the same way, 
the reason many of these mutations are 
noncorrelated with the selection event, 
and thus the organism’s current fitness, 
may be because they are instead look-
ing forward to the whole population’s 
future fitness.

Like alternative investments, each 
possible configuration has trade-offs. 
The alternative configurations for organ-
isms are not as fit as the primary one un-
der standard conditions, but maintaining 
a certain percentage of organisms in the 
population of mutant configurations 
enables them to survive novel or extreme 
circumstances in which their primary 
configuration fails them (Anderson, 
2003; 2005; Anderson and Purdom, 
2008). Thus, with design, we have the 
additional option of understanding mu-
tation as being teleological, even when 
it is not related to any present need.

Production of Variability  
in the Genome
If a population lacks variability, then 
it is extremely susceptible to selection 
events. If an organism were engineered 
to produce variability, however, it would 
then be much less susceptible to adverse 
selection. Because of experiments like 
the fluctuation test and replica plating, 
it has often been assumed that specific 
variation-producing mechanisms do 
not exist, or if they do exist, they are a 
minor phenomenon in origins. Many 

recent studies, however, point to existing 
mechanisms that produce biologically 
sensible mutations and do not merely 
select them. This may occur either as 
a response to selection or independent 
of selection (Ashcraft, 2004; Caporale, 
1999; Caporale, 2000; Henderson et 
al., 1999; Moxon, 1997; and Rogozin 
et al., 2005 are just a few examples). 
If the set of mutations is restricted to 
those that are biologically meaningful, 
or at least those likely to be biologically 
meaningful, then statistical randomiza-
tion within this set will produce mutants 
that are biased toward current or future 
usefulness. 

This does not mean that all muta-
tions conform to this pattern—some or 
many mutations may indeed be philo-
sophically random—but that creation 
biologists should at least consider the 
possibility of forward-looking mutations 
when analyzing mutational patterns.

Phenotypic Versus  
Genotypic Randomness
When determining whether or not a 
mutation is philosophically random, one 
factor that often is not fully considered is 
the difference between analyzing geno-
types and analyzing phenotypes. Many 
evolutionary experiments are evaluated 
only on the basis of phenotypes, the 
genotype being determined only indi-
rectly by the behavior of the phenotype 
across generations. But when looking at 
phenotypes, the only possibilities that 
can be considered are those that can be 
observed. When examining the genetic 
makeup of an organism, however, we 
have access not only to the results of 
the organism’s coding but also to the 
code itself. 

Think of a sentence such as “Eat 
an orange.” If we were to make a sta-
tistically random change with uniform 
probability at the level of the lettering 
(i.e., the coding), the result would not 
likely make much sense at all. Perform-
ing a random replacement via a simple 
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computer program produced “Eat an 
ortnge,” which is nonsensical (i.e., it 
does not produce a valid phenotype). 
However, if instead we constrained the 
lettering (genotypic) changes to those 
that make sense within the context, or 
those that at least have a chance of mak-
ing sense within the context, we have 
much better results. For example, if I 
chose to replace “orange” with a statisti-
cally random member of the set (“apple,” 

“pear,” “tomato,” “radish”), then all of the 
resulting phrases (genotypes) would at 

least make grammatical sense—i.e., we 
would get a viable phenotype at the end 
(see Figure 4 for a side-by-side compari-
son of these ideas). 

Therefore, if an evolutionary study 
were looking at phenotypes alone, such 
a study would not be able to see the 
amount of constraints on the underly-
ing genotype that were involved. What 
might appear to be an unrestrained 
change may in fact be severely con-
strained in its production (not just selec-
tion) by the cell itself. Merely looking at 

the phenotypes cannot tell us whether 
or not the underlying code is changing 
in a way that is constrained toward bio-
logical sense or if the underlying code 
is changing in an unconstrained way. 
Philosophical randomness, also called 
the “evolutionary notion of chance,” 
would require that the mutations oc-
cur outside of biological controls. If we 
instead find that the biology of cells is 
restricting the mutations in large part to 
sensible areas, then even if the changes 
are statistically randomized within these 
areas, it is a constrained randomness.

What is observed is that genomes 
do not exhibit statistical randomness 
across all configuration possibilities, but 
instead the set of possibilities is restricted 
by mechanisms within the genome that 
focus mutations in “hot spots.” Two pos-
sibilities then occur. Either these regions 
are hot spots simply because of arbitrary 
structural occurrences, or they are hot 
spots for the purpose of constraining mu-
tation to functionally useful areas. One 
can differentiate between these two pos-
sibilities by whether or not the hot spots 
are more likely to contain beneficial 
mutations than the rest of the genome 
(Dembski, 2001; Dembski, 2005).

For instance, in criticizing Behe, 
Coyne has pointed out that 

what we do not mean by “random” 
is that all genes are equally likely 
to mutate (some are more mutable 
than others) or that all mutations are 
equally likely (some types of DNA 
change are more common than 
others). It is more accurate, then, to 
call mutations “indifferent” rather 
than “random”: the chance of a 
mutation happening is indifferent 
to whether it would be helpful or 
harmful (Coyne, 2007). 

What Coyne has said is that the exis-
tence of hot spots in a genome does not 
invalidate the hypothesis that mutations 
are philosophically random. In order 
to maintain that they are “indifferent,” 
however, these hotspots should not be 
highly correlated with the usefulness of 

Figure 4. This figure demonstrates what is meant by random phenotype changes 
being different than random genotype changes. If the random change is on the 
level of the genotype (as would be expected with “copying errors”), the change 
itself has no relation to the final meaning of the sentence. In this example we 
changed one letter at random without any respect to the final meaning of the 
sentence. The end result made the sentence nonsensical. The second example 
is a random change in phenotype. In this case, all of the possible choices are at 
least sensible, whether or not they are true. It is still a genotypic change and is 
still statistically random, but the randomness has been restricted to possibilities 
that are at least potentially sensible. In this example we used whole words as the 
unit of changes, but it could also be done using a unit as small as morphemes 
(the smallest semantically-meaningful unit) or as large as can be imagined. The 
main point is that it is still a random choice, but the possible alternatives have 
been restricted much farther than an arbitrary genotypic change would allow.
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a change compared to a random one. 
In this instance, by random I mean a 
statistically random one with a uniform 
probability distribution across the ge-
nome. If changes in these hot spots are, 
in fact, more biased toward beneficial 
or at least biologically sensible changes 
than arbitrary changes in the rest of the 
genome, then the idea that they are “in-
different” and merely the result of “errors 
in DNA replication” falls short.

Rogozin et al. (2005) give a helpful 
overview of some properties of genomic 
hot spots, but fall short of categorizing 
the hot spots according to their occur-
rence in functionally useful areas. Ca-
porale (1999) is much more concerned 
with the beneficial nature of what she 
calls “molecular strategies” and says 
that genomes 

have evolved mechanisms that gen-
erate multiple sequence changes in 
a single step, allowing them to bypass 
unselected neutral, and negatively 
selected, sequences that may lie on 
point mutation pathways between 
the current sequence and a more 
optimal sequence (p. 2).

Thus, according to Caporale, there 
are many genomic potentials that will 
never even be attempted because of 
the molecular strategies in place. It is 
not that they are selected against, rather 
the genome focuses its own mutations 
in potentially beneficial directions while 
skipping the likely dead ends. 

This sort of phenomenon already has 
been shown in certain cases of somatic 
hypermutation, which is a related but 
different type of mutation in which 
mutations are accelerated in response 
to specific environmental stresses. For 
instance, in mutating the immunoglobu-
lin genes for refining binding affinity, 
the mutations are constrained almost 
entirely to the V region of the immuno-
globulin gene, which is the most likely 
place for a beneficial mutation to occur 
(Wagner et al., 1995, Papavasiliou and 
Schatz 2002). The challenge for future 
creationist research will be to show quan-

titatively that hot spots for spontaneous 
mutations are also more likely than 
random to produce biologically sensible 
changes that may be useful in alternate 
environments.

Conclusion
Randomness is not a singular concept 
but instead a multiplicity of concepts. 
Only certain varieties of randomness are 
at odds with teleology, and it is impor-
tant for creation biologists to be familiar 
with how the different types of random-
ness can be utilized in evaluating bio-
logical phenomena. Statistically random 
mutation, even when noncorrelated 
with a selection event, is not sufficient 
evidence for philosophical randomness. 
Instead, such mutational processes may 
also suggest that population microevolu-
tion “plans ahead” to prepare for future 
contingencies. The evidence in the cur-
rent biochemical literature gives support 
for the idea that the genome is biased 
toward generating biologically “sensible” 
mutations. This in turn indicates that 
such processes are loaded with informa-
tion about the search space that could 
not have been obtained solely through 
stochastic events, and that their ultimate 
origin “transcends chance and necessity” 
(Dembski 2005).

References
Anderson, K.L. 2003. The complex world of 

gastrointestinal bacteria. Canadian Jour-
nal of Animal Science. 83:409–427.

Anderson, K.L. 2005. Is bacterial resistance 
to antibiotics an appropriate example of 
evolutionary change? Creation Research 
Society Quarterly 41:318–326.

Anderson, K., and G. Purdom. 2008. A 
creationist perspective of beneficial 
mutations in bacteria. In A.A. Snelling 
(editor), Proceedings of the Sixth Inter-
national Conference on Creationism, 
pp. 73–86. Creation Science Fellowship, 
Pittsburg, PA, and Institute for Creation 
Research, Dallas, TX.

Ashcraft, C.W. 2004. Genetic variability by 
design. Creation Ex Nihilo Technical 
Journal 18:98–104.

Caldwell, R., J. Collins, J. Frankel, A. D. 
Gishlick, S. Hays, C. Huffard, A. Janu-
law, S. Janulaw, A. Lee, D. R. Lindberg, 
E. Meikle, A. Monk, J. Scotchmoor, E. 
C. Scott, D. Smith, M. Stefanski, C. A. 
E. Strömberg, M. Terry, A. Thanukos, 
C. Whitney, and C. Zimmer. Mutation 
is not directed. Evolution 101. http://
evolution.berkeley.edu/evosite/evo101/
IIIC1aRandom.shtml (as of March 30, 
2007).

Caporale, L.H. (editor). 1999. Molecular 
Strategies in Biological Evolution. New 
York Academy of Sciences, New York, 
NY.

Caporale, L.H. 2000. Mutation is modu-
lated: implications for evolution. BioEs-
says 22:388–395.

Coyne, J. 2007. The Great Mutator. The New 
Republic, June 18, 2007. http://www.tnr.
com/doc.mhtml?i=20070618&s=coyne
061807 (as of August 31, 2007).

Dembski, W.A. 2001. No Free Lunch: Why 
Specified Complexity Cannot be Pur-
chased without Intelligence. Rowman 
and Littlefield, Lanham, MD.

Dembski, W.A. 2005. Searching large 
spaces: displacement and the no free 
lunch regress. http://www.designinfer-
ence.com/documents/2005.03.Search-
ing_Large_Spaces.pdf (as of December 
12, 2007).

Eagle, A. 2005. Randomness is unpredict-
ability. British Journal of the Philosophy 
of Science 56:749–790.

Eble, Gunther J. 1999. On the dual nature 
of chance in evolutionary biology and 
paleobiology. Paleobiology 25:75–87.

Henderson, I.R., P. Owen, and J.P. Nataro. 
1999. Molecular switches – the on and 
off of bacterial phase variation. Molecu-
lar Microbiology 33:919–932.

Lederberg, J., and E.M. Lederberg. 1952. 
Replica plating and indirect selection of 
bacterial mutants. Journal of Bacteriology 
63:399–406.

Luria, S.E., and M. Delbrück. 1943. Muta-
tions of bacteria from virus sensitivity to 



Volume 45, Fall 2008 99

virus resistance. Genetics 28:491–511.
Moxon, E.R., and D.S. Thaler. 1997. The 

tinkerer’s evolving tool-box. Nature 
387:659–662.

Papavasiliou, F.N., and D. G. Schatz. 2002. 
Somatic hypermutation of immuno-
globulin genes: merging mechanisms 
for genetic diversity. Cell 109(2, Supple-
ment 1):S35–S44.

Purdom, G., and K. Anderson. 2008. Analysis 
of Barry Hall’s research of the E. coli 
ebg operon: understanding the implica-
tions for bacterial adaptation to adverse 

environments. In A.A. Snelling (editor), 
Proceedings of the Sixth International 
Conference on Creationism, pp. 149–163. 
Creation Science Fellowship, Pittsburg, 
PA, and Institute for Creation Research, 
Dallas, TX.

Rogozin, I.B., B.A. Malyarchuk, Y.I. Pavlov, 
and L. Milanesi. 2005. From context-
dependence of mutations to molecular 
mechanisms of mutagenesis. Pacifi c Sym-
posium on Biocomputing 10:409–420.

Templeton, A.R. 2006. Population Genetics 
and Microevolutionary Theory. John 

Wiley and Sons, Hoboken, NJ.
Wagner, S.D., C. Milstein, and M.S. Neuber-

ger. 1995. Codon bias targets mutation. 
Nature 376:732.

Wilkins, J. 1997. Evolution and chance. 
TalkOrigins Archive. http://www.talkori-
gins.org/faqs/chance/chance.html (as of 
April 2, 2007).

Wright, B.E. 2000. A biochemical mecha-
nism for nonrandom mutation and 
evolution. Journal of Bacteriology 
182:2993–3001.

Book   
    Review   

Author Jonas Alexis is a high-school 
math teacher in Avon Park, FL (p. 29). 
As an “insider,” he has much to say about 
current public education, and it is not 
positive. Alexis describes declines in the 
political, social, moral, educational, and 
spiritural fabric of the U.S. In particular, 
he identifi es educational failure with the 
“weird – and detrimental idealogies [and 
spokesmen that] infi ltrate our schools” 
(back cover). The popular, misguided 
trends include political correctness, 
“no child left behind” policies (p. 243), 
affi rmative action (p. 265), evolution, 
secular humanism, entitlements, slavery 
reparation (p. 281), multiculturalism 

(p.305), and many others. Regarding 
multicultural excesses in the classroom, 
author Alexis is a native Haitian and 
knows the issues personally. The only 
solution that Jonas fi nds is to bring God 
back into education (p. 321). That is, we 
need to return to the Biblical, Christian 
heritage of American public schools.  

The book shows familiarity with 
thousands of named writers and lead-
ers. These include poets, philosophers, 
and scientists of the past and present. 
Useful quotes appear on every page. In 
preparation for this book, the author 
describes checking out 50 library books 
at a time, and the scholarly effort is obvi-

ous (p. 407). There are 1770 endnotes 
and a “select” bibliography list with 360 
references.

A second edition of this book (which 
is underway) may correct some short-
comings. Along with numerous typos, 
the words “macro-“  and “microevolu-
tion” are somehow reversed in mean-
ing (p. 234). Also, the ten-page index 
has little value since the page numbers 
listed do not match the text. Beyond this, 
author Alexis has written an important 
book, and further polishing will add to 
its value.
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