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Introduction
Tremendous political pressure is now 
being exerted worldwide in the name 
of averting catastrophe from anthro-
pogenic global warming. This often 
clouds scientific discussion of climate 
change. While predictions of soaring 
temperatures, coastal inundation, and 
desertification take the headlines, the 
preceding several centuries witnessed 
notable human suffering and even the 
demise of whole peoples due to the 
opposite problem, the Little Ice Age. 
Evolutionists largely believe that there 
have been many ice ages that have come 
and gone over thousands and millions 

of years. Most creationists believe there 
was a single, relatively brief ice age after 
the Biblical Deluge. Both of these posi-
tions are speculations without the aid 
of historiography. Their models need 

“calibration” from similar phenomena 
that can be or have been observed. The 
Little Ice Age, particularly as witnessed 
in the North Atlantic region, provides 
a singular means of evaluating ice age 
models and geologic features inferred 
to be glacial, as well as postdiluvial 
climatology in general. This paper 
presents the historical and scientific 
methods used to research climatology 
and glaciation, with particular reference 

to the North Atlantic region and the 
Little Ice Age.

Climatology—A Hot Topic
The winds of opinion regarding climate 
change have reached such strength that 
it is often difficult for scientists to venture 
into meaningful, fact-based discussions. 
Popular magazines such as Time (Kluger, 
2006) hype global warming and make it 
seem that every disaster can be blamed 
on global warming, or “climate change” 
as it is now being called. The public is 
becoming carried away with the fear 
of global warming, so much so that 
one woman claims to have aborted her 
baby to reduce her “carbon footprint.” 
Practically every issue related to global 
warming has been distorted (Lomborg, 
2007). Those scientists who have be-
come skeptical that man has caused all 
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the global warming are often labelled 
as “working for the energy companies” 
(Gore, 2006, pp. 284–287).

Is Little Ice Age Hyperbole?
Global warming or even climate change 
is a meaningless term, scientifically, 
without a datum for comparison. Simi-
larly, whether the term Little Ice Age is 
overdrawn depends on how it is defined. 
What was the Little Ice Age? We employ 
the definition of Grove (Ogilvie and 
Jónsson, 2001): the Little Ice Age was 
a period of widespread glacial advance 
on a global scale during the past mil-
lennium. While colder temperature is 
generally linked with glacial advance, it 
is not the only climatic factor. The Little 
Ice Age did not appear or disappear over-
night, of course, but is generally agreed 
to have occurred from about the middle 
of the 1300s to the middle of the 1880s.

The Little Ice Age was a disputed 
concept even before it was over. Such 
leading lights as Thoroddsen in Iceland 
and Fridtjof Nansen in Norway held to 
the school of “uniformitarians,” who be-
lieved the range of weather of the 1800s 
was typical and denied the existence of 
the Medieval Warm Period or significant, 
century-scale climate change. This 
skepticism was soundly dispelled as 
the Little Ice Age ended, especially by 
the notable warming from the 1920s to 
1950s (Ogilvie and Jónsson, 2001). 

Some have objected to the term 
“Little Ice Age,” claiming it is a mis-
nomer, ambiguous, not a worldwide 
phenomenon, lacking continental 
glaciation, or disproven by a lack of sus-
tained low global temperature (Grove, 
1988; Mann, 2002). Some use the term 
(or the synonyms Fernau and Kleine 
Eiszeit) grudgingly (Ogilvie and Jónsson, 
2001). A tendency among global warm-
ing advocates is to downplay the Little 
Ice Age and to give it a more regional 
extent (Mann, 2002).

While popular computer-generated 
temperature curves, particularly the 

Mann et al. (1999) “hockey stick” popu-
larized by the Intergovernmental Panel 
on Climate Change (IPCC) publica-
tions, have “smoothed out” much of 
the Little Ice Age temperature record, 
there is no smoothing out history. As 
will be documented in later parts of this 
paper, ice advanced in Iceland, Norway, 
Greenland, Switzerland, and other 
lands, overrunning farms and villages.

On several occasions between 1695 
and 1728, inhabitants of the Orkney 
Islands off northern Scotland were 
startled to see an Inuit in his kayak 
paddling off their coasts. On one 
memorable occasion, a kayaker 
came as far south as the River Don 
near Aberdeen (Fagan, 2000, p.116).

The Kattegat (strait between the 
North and Baltic Seas) froze over, and 
the Swedish army crossed the ice to 
defeat the Danes in 1658 (Rian, 1994). 
Crops failed frequently throughout Eu-
rope, and particular crops could no lon-
ger be grown as far north as they had been 
previously (Fagan, 2000). The Russians 
turned their deadliest weapon—winter—
on Napoleon in the great French defeat 
of 1812. These were tangible—all too 
tangible—effects of significant, century-
scale climate change.

Our focus on the North Atlantic re-
gion is not based on belief that the Little 
Ice Age was limited to this area. It was 
global, as will be shown in Part II of this 
series. However, we also recognize the 
validity of some of the criticisms by those 
who take issue with the term “Little Ice 
Age.” Some of these objections are based 
on differences from the inferred Great 
Ice Age (or ice ages) that will be the 
focus of Part VII in this series.

While large continental ice sheets 
outside of Greenland and Antarctica 
have never been observed, we will not 
dispute that they have existed in North 
America, Northern Europe, and Russia. 
Instead, in Part VII of this series we will 
compare what was observed in the Little 
Ice Age to what would be necessary for 
such large continental ice sheets to form.

Importance of the  
Little Ice Age
Without the Little Ice Age, natural his-
tory speculations about climate change, 
particularly ice ages, would remain 
poorly constrained. The Little Ice Age 
provides an invaluable means of apply-
ing more science to our speculations.

Importance to Climatology
The present time provides an unparal-
leled emphasis on climatology in gen-
eral and climate change in particular. 
Fears of global catastrophe caused by 
global warming have induced many to 
propose significant, restrictive legisla-
tion (Conant et al., 2007; Gore, 2006). 
Whether present and proposed actions 
are too little or too much cannot be 
known without defensible data regarding 
climate change. While the present state 
of climatology, particularly in regard to 
climate models, may be inadequate to 
reach an informed conclusion anytime 
soon (Posmentier and Soon, 2005), the 
Little Ice Age provides an adequately 
documented period of climate change 
significant enough to reach preliminary 
conclusions. Although the modern per-
ception of increased natural disasters is 
largely baseless (Austin, 1998; Cerveny, 
2005), the profound effects of the Me-
dieval Warm Period and Little Ice Age 
were real. 

Importance to Glaciology
Since the work of early creationist 
glaciologist Louis Agassiz in the 1800s 
(Imbrie and Imbrie, 1979), most gla-
ciological investigations have proceeded 
on relatively steady state conditions on 
alpine glaciers. Fluctuations in glaciers, 
particularly the large-scale recession 
since the Little Ice Age and also surging 
glaciers, have provided opportunities to 
expand our knowledge of the physics 
and climatology of glaciers.

Importance to Geology
Much of glacial geology has been natu-
ral history speculation rather than geo-
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logic science (Klevberg, unpublished 
data).  Glacial landforms and deposits 
have been largely inferred rather than 
observed. The Little Ice Age provided a 
large-scale opportunity to redeem glacial 
geology by observing geologic effects of 
known historic events.

Importance to Understanding 
Natural History
Earth history is not the primary theme 
of the Bible or of the better books of his-
tory written in more recent times. Earth 
history lacks the detailed historiography 
of political history, yet it is important 
to humanity in a fundamental way, 
both reflecting and undergirding one’s 
worldview. The Little Ice Age provides 
data for testing some of the conclusions 
one may draw from the disparate natural 
histories of traditional naturalism and 
Biblical Christianity.

Methods in Climatology  
and Paleoclimatology
Weather fluctuates constantly and dif-
fers markedly in time and space. It is 
a fascinating field of study, filled with 
complexities and many mysteries yet 
to be solved (Oard, 1997a). Climate is 
the long-term environmental average 
of weather and thus more predictable; 
however, climate too varies greatly in 
time and space. Paleoclimatology is 
the study of past climate, in particular 
climate before the advent of instrumen-
tal records.

Instrumental Data
Instrumental data and observations 
provide the only direct means of study-
ing climate. Were instrumental data 
available for the entirety of the past 
millennium, the need for proxy data 
would be slight. Since instrumental 
records are available for only approxi-
mately the past century, proxy data are 
necessary. The spatial distribution of 
instruments, while much better than it 
was previously, remains less than ideal. 

The length of each instrumental record 
usually differs from the next, creating 
additional statistical problems (Juckes 
et al., 2007). Changes in instruments, 
recording stations, and surrounding land 
use have all affected instrumental data 
and must be compensated for in a care-
ful paleoclimatologic analysis.

Proxy Data
Proxy data fill voids in the instrumental 
record. They fill voids in the historical 
record also and provide a level of speci-
ficity lacking in early historiography. 
Proxy data are used to develop transfer 
functions to infer temperature or other 
climatic variables, and these transfer 
functions are then used to develop cli-
mate models (see Figure 1).

Why Proxy Data Are Needed
Instrumental data for most regions 
stretch back only a century or so. One 
exception is Iceland, where the first 
instrumental records date from the 
1700s and are continuous starting in 
the 1800s (Jónsson and Garðarsson, 

2001). In many parts of the world, the 
instrumental record is much younger, 
and spatial coverage is greatly lacking, 
especially over oceans. Thus, both in 
time and space, proxy data are essential 
for inferring the paleoclimate.

Types of Proxy Data
Types of proxy data, with instrumental 
measurements for comparison, are sum-
marized in Table I. Instrumental records 
are the only direct records of climate, but 
they are very limited both temporally 
and spatially in the past millennium, 
the time of the Medieval Warm Period 
and Little Ice Age. The minority of proxy 
methods are historical records, records 
compiled by contemporary observers or 
directly linked to them. The majority of 
proxy methods are indirect methods that 
rely on natural history presuppositions—
radiocarbon dating, dendrochronology, 
paleomagnetism, etc. These methods 
are often combined in practice, which 
potentially increases their precision and 
reduces their accuracy (by multiplying 
the errors in the different methods).

Figure 1. Illustration of how proxy data are used to generate a model.
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Table I

Data Type Direct? Historical? Dependencies Limitations Interferences

Instrumental Yes Yes Spatial Records begin after 
peak of L.I.A.

Urban heat island, station 
moves

Weather 
diaries

No Yes Observer bias Few available, short 
periods of time, largely 
qualitative, little 
overlap

Changes in observers, 
hiatuses

Crop records No Yes Must be same varieties Must have been grown 
in same area over 
prolonged period.

War, disease, changes in 
crops and crop practices.

Datable or-
ganic remains

No Yes Accuracy of dates Very few historically 
dated materials avail-
able

Historic reuse may result 
in false assumption of first 
date

Ice in harbors, 
rivers

No Yes Favorable climatic 
conditions

Continuous histori-
cal records must be 
available

Stream diversion, land 
use changes, or other 
major anthropogenic 
influences

Art work, nar-
ratives

No Yes Historical realism Accuracy of original 
work, dating of work, 
availability

“Artistic license,” artistic 
ability, accuracy of dates

Lichenometry No No Observer bias, species 
present, preservation of 
individual organisms

Need for recogniz-
able moraines or 
other extent indicators; 
significant variation 
in quality of work 
between observers

Erosion or other factors 
removing largest lichens, 
differences between 
species, climatic or other 
changes impacting cali-
bration curves

Benthic 
organisms

No No Knowledge of taxonomy 
and habitat; typically 
anchored to 14C

Must have adequate 
sample population and 
representative sam-
pling

Erosion, sampling 
problems, any ecologic 
changes unrelated to 
climate

Ice cores 
(δ18O, etc.)

No No Dating largely subjec-
tive interpretation as-
suming annual fluctua-
tions

Layers too thin for ac-
curate distinction be-
yond several centuries

Isotopic mixing may blur 
signal or shift it.

Sea sediment 
cores (δ18O)

No No Dating largely subjec-
tive interpretation as-
suming annual fluctua-
tions

Thinness of layers, 
sampling methods, 
methods of distin-
guishing layers

Isotopic mixing may blur 
signal or shift it.

Speleothems 
(δ18O, etc.)

No No Dating largely subjec-
tive interpretation 
assuming annual fluc-
tuations; requires steady 
supply of mineral-rich 
water (no interruption)

Not many speleothems 
of adequate age avail-
able

Interruption of water sup-
ply may produce multiple 
layers in one year or miss-
ing years
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Ice cores have been relied upon 
greatly for paleoclimatologic research. 
The best known are the ice cores from 
Greenland, though Svalbard, Antarc-
tica, Quelccaya in the Andes, and other 

locations have also contributed ice core 
data (e.g. Grove, 1988; Kekonen et al., 
2005). In recent years, huge quantities 
of ice core data have been amassed (cf., 
Kjøllmoen, 2007; NORPAST, 2001; 

Oard, 2005). While some studies appear 
to put great weight on interpretations of 
ice core data (Mann and Jones, 2003), 
others indicate this is misplaced confi-
dence (Juckes et al., 2007; Oard, 2005).

Data Type Direct? Historical? Dependencies Limitations Interferences

Dendrochro-
nology

No No Depends largely on 
subjective ring match-
ing; relation of tree to 
moraine important

Must have adequate 
quality sample from 
stump or other means 
of identifying it with 
glacial event

Reworked wood, decay, 
mismatching of rings 
between specimens, mi-
croclimatic effects during 
wood formation

14C dating 
of wood in 
moraines

No No 14C rife with problems, 
wrong assumptions; 
wood must be recogniz-
ably buried by glacial 
action at time of death

Same as above plus 
lack of processes affect-
ing carbon isotope 
ratios

Reworked wood, ground 
water and other “old 
carbon” effects

14C dating of 
soils, peat, etc.

No No Same as above plus 
problematic nature of 
dating soil carbon

Soil horizon or organic 
layer must show evi-
dence of having been 
buried by glacier at 
time of death/preserva-
tion

“Old” carbon may pro-
duce errant results, soil 
chemistry may interfere 

Paleo-
limnology

No No Must have lake with 
relatively closed-basin 
conditions for accu-
mulation of sediments; 
typically dependent on 
14C dating

Suitable only for some 
lakes; requires relative-
ly undisturbed sample, 
effective means of 
accurately distinguish-
ing layers

Isotopic mixing, changes 
in land use or other fac-
tors impacting sedimenta-
tion that are unrelated to 
climate

Palynology No No Above but also must 
have consistent and 
adequate contribution 
of pollen

Preservation of pol-
len grains must be 
adequate in quality 
to permit identifica-
tion and adequate 
in quantity to permit 
estimation of ecologic 
balances

Same as above, plus 
disease, land use changes, 
other impacts to plants 
unrelated to climate

Paleomag-
netism and 
mineralogy

No No Similar to sea and lake 
sediment dependencies 
plus climate - mineral-
ogy relationships

Same as sea sediment 
cores and paleolim-
nology plus ability to 
accurately measure 
magnetic susceptibil-
ity and paleomagnetic 
orientation.

Changes in mineralogy 
unrelated to climate (e.g. 
sediment sources); paleo-
magnetic interpretations 
typically based on unifor-
mitarian assumptions

Table I (continued)
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Dendrochronology is one of the most 
important proxies for the past millen-
nium. Historically documented glacial 
advance and retreat in Switzerland 
correspond remarkably well with tree 
ring density curves (Picea), with notable 
glacial advances when summer tempera-
tures were on average 1EC cooler than 
the long-term average (Grove, 1988; 
Paulsen et al., 2000). Trees respond 
primarily to accumulated summer tem-
perature (Stötter et al., 1999).

Difficulties with Proxy Data
As shown in Table I, virtually any proxy 
data set is accompanied with minor or 
major problems. In addition to natural 
limitations of these various methods, 
such as lack of temporal or spatial cover-
age, serious methodological problems 
may be present too. These are largely 
related to assumptions that must be 
made about the past, with the result that 
error may increase significantly the fur-
ther back in time the data are projected 
(Bradley and Jones, 1993; D’Arrigo et al., 
2006; Rutherford et al., 2005; Schmutz 
et al., 2000).

A common problem with proxy data 
is comparability. Proxies such as tree 
rings, crop records, and pollen may give 
an idea of the average summer tempera-
ture, the peak summer temperature, or 
the length of the growing season, but 
they will not provide information on the 
severity of winters. Ice in harbors or riv-
ers may provide an idea of the severity of 
a winter or the length of the winter, but 
without necessarily being able to differ-
entiate between them. Written records 
are usually necessary to differentiate 
between such input variables, poten-
tially producing some rather unusual but 
usable proxies (Vasey, 2001).

Many proxies respond to a variety 
of variables, not just temperature (or 
precipitation, or another variable of 
interest). Proxies can be as diverse as 
borehole temperatures and beetle spe-
cies (Buckland and Wagner, 2001), but 
they can respond to variables as diverse 

as deforestation and detergent, and 
care must be exercised in interpreting 
each one.

Transfer Functions
Transfer functions provide a mathemati-
cal relationship between proxy data 
(e.g., duration of ice on a lake, length 
of growing season, oxygen isotope ra-
tios) and the variable of interest (e.g., 
average annual temperature, average 
winter temperature, minimum sum-
mer temperature). Transfer functions 
by definition are intended to extend 
the relationships observed historically 
between environmental variables into 
the unobserved past. They are therefore 
forensic by nature and enter the realm 
of natural history, in which scientific 
methods are adjuncts, subservient to the 
methods of historical study (Adler, 1965; 
Reed et al., 2006). The assumptions that 
are employed in that historical study—
whether uniformitarianism, catastroph-
ism, or diluvialism—may significantly 
influence the way the transfer functions 
are formulated and applied. The further 
back in time one speculates, the greater 
the potential error in the inferences.

Some of the most important po-
tential sources of systematic error are 
radioisotope dating (especially carbon 
14) and dendrochronology, as these 
are heavily dependent on uniformitar-
ian presuppositions and widely used 
to “calibrate” various transfer func-
tions. Transfer functions are generally 
calibrated to the instrumental record, 
but many transfer functions derived 
from various proxies are “calibrated” to 
radiocarbon dates or tree rings due to 
the limited instrumental record (see 
nearly any paper on medieval or earlier 
paleoclimatology). Creationists have 
done significant research on the validity 
of radiocarbon dating, and documenta-
tion of the flaws of the method is beyond 
the scope of this paper. Note that errors 
in dating will result in errors in derived 
transfer functions, and these errors will 
be propagated in climate models based 

on these transfer functions. Appendix A 
presents a more detailed presentation 
of the effects of 14C dating and den-
drochronology on transfer functions. 
Another method used to “calibrate” 
transfer functions is varve chronologies. 
That these are likely to be highly inflated 
and may well represent non-annual 
rhythmites (at least in the vast majority of 
cases) has been demonstrated elsewhere 
(Oard, 1997b; 2009). Paleolimnology 
(lake sediment) studies have produced 
problems by attempting to evaluate 
sediment cores stratigraphically and 
based on paleomagnetic correlation. 
These problems are acknowledged by 
establishment researchers (NORPAST, 
2001, ss. 2.2.1, 4.3, 5.1).

Data are typically “smoothed” to 
make them more comparable to other 
data and to make trends easier to observe. 

“Smoothing” often consists of generating 
running averages (Figure 2) and graph-
ing them (Figure 3) to remove the wild 
short-term swings typical of weather. 
Other statistical methods may be ap-
plied; some of these are less self-evident 
and could be prone to bias (Esper et al., 
2005). “The results of calibrating any 
proxy data depend on whether raw or 
smoothed records are used and on the 
chosen seasonal temperature predictand” 
(Briffa and Osborn, 2002, p. 2228). 
Varying approaches in calibrating proxy 
data to temperature records (i.e. transfer 
functions) can produce very different cli-
mate models (Esper et al., 2005; Juckes 
et al., 2007).

Principal Component Analysis
To create a climate model that can be 
programmed into a computer and used 
to infer the past or predict the future 
requires a means of effectively combin-
ing transfer functions. These functions 
are evaluated for “predictive skill,” i.e., 
how well they match observed data. A 
combination of transfer functions, often 
from diverse proxies assembled in the 
form of a “neural network,” can be com-
pared with data from the instrumental 
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record for a calibration period and an 
eigenvector analysis performed (similar 
to geologic applications; e.g., Klevberg 
and Oard, 2005). The empirical eigen-
vectors, often referred to as “principal 
components,” provide the strongest 

“signal” amidst the ubiquitous “noise” 
of the highly complex data represent-
ing weather and climate patterns. They 
are heavily influenced by the choice of 
proxy data and the weighting given the 
different data sets. Principal component 
analysis is a necessary step in develop-
ing and optimizing transfer functions. 
Readers not familiar with principal 
component or eigenvector analysis may 
wish to read Appendix B.

Modeling
Once the eigenvectors have been de-
rived from the overall data set, they can 
be assembled into a model. A model 
might be represented thus:

F = P1 + P2 + P3 + P4 + P5 + R

Where the overall function is a combi-
nation of five (or some other number) 
principal components (i.e., empirical 
eigenvectors) and some remainder 
or “noise” term. The success of the 
model is judged on the basis of the cor-
respondence between these principal 
components and observations and is 
evaluated against a verification period 
of the instrumental record that differs 
from the calibration period (otherwise, 
it would be tautologous). Thus, the 
longer the calibration period, the better 
should be the resulting model, but at 
the expense of the verification period 
and vice versa. 

Figure 4 shows some of the most 
prominent climate models for the past 
millennium. To a large extent, these 
models have been derived from the 
same data. Of course, the models are 
only as good as the transfer functions 
upon which they are based and the proxy 
data from which the transfer functions 
are derived.

Figure 2. Generating a running mean.

Figure 3. Smoothing data using running means.
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To Each His Own:  
History Versus Science
As has been presented elsewhere (Klev-
berg, 1999; Reed, 2001; Reed et al., 
2004), the battle over natural history is 
not a battle between science and religion 
but a battle between two incompatible 
worldviews (Morris, 1989; Ham, 1987; 
Mortenson, 2004; Reed, 2005). Dis-
agreements over paleoclimatology are 
a subset of this larger incompatibility.

Essential Philosophic Distinction
Evidence is not all cut from the same 
cloth; there are different types of evidence 
(Tyvand, 2009). History is not science, yet 
paleoclimatological studies must partake 
of both. There are different methods that 
must be combined, each method in its 
own sphere, to properly evaluate “mixed 
questions” (Adler, 1965) such as we shall 
investigate in this series. This essential 
philosophic distinction is typically ig-
nored, glossed over, or outright denied by 
evolutionists and all too often overlooked 
or misunderstood by creationists (Reed 
and Klevberg, in press).

Models Versus Historiography
As we have attempted to make clear in 
this paper, we believe there has been 

too much emphasis on sophisticated 
expression of opinion—models—and 
too little careful historical analysis. 
Paleoclimatology is the study of history 
using the tools of modern climatology 
and atmospheric science; it is a branch 
of history, not science. In historical study, 
the most import must be placed in the 
testimony of eyewitnesses (Deut. 17:6, 
19:15–19; Ruth 4:9–11; 1 Sam. 12:5; 
Isa. 43:9; Jer. 32:10; Matt. 18:16; John 
1:7, 5:31–39; Acts 1:21–22, 2:32, 10:39; 
2 Cor. 13:1; 1 Tim. 5:19; 1 John 5:7–8) 
rather than speculations, even if the 
speculations are our own. If historical 
accounts that appear to be well attested 
and consistent seem to indicate certain 
conditions prevailed at a given time, and 
one’s climatic model suggests otherwise, 
the burden of proof is on the model. 
None of us was there at the time.

Which Bias Is the Best Bias  
to Be Biased With?
Since paleoclimatology must inevitably 
move from the realm of science into the 
realm of history, it will inevitably be af-
fected by the natural history worldview 
held by the researcher. Bias is inevitable, 
but the bias and the potential effects of 
the bias should be recognized openly. 

As creationist speaker Ken Ham is well 
known for saying, “Which bias is the 
best bias to be biased with anyway?” 
Differences in conclusions regarding 
past climate may well result from these 
different biases.

Data Selection
Diluvialists will want to place the 
heaviest possible emphasis on historical 
records. This is not to deny the poten-
tial for errant historiography or that 
light may be cast on the veracity of a 
historical account by the use of other 
proxy data. We have junk historiography 
aplenty today, just as we have junk sci-
ence, but this is nothing new. Historians 
have always varied in their reliability; 
we have Tacitus, James Ussher, and 
Arnold J. Toynbee, but we also have 
Michel Foucault, Hayden White, and 
Joan W. Scott. Nonetheless, when it 
comes to the unique and unrepeatable 
phenomena of history, the methods of 
historical research must govern, and 
good historical records can be found. 
The level of confidence exhibited by 
some in speculative transfer functions 
and models, sometimes contrary to 
historical records, is not justified and 
should not be emulated.

All proxy data sources require the 
kind of careful review that should typify 
a historian, whether they are data more 
familiar to scientists or traditionally 
the realm of historians. For example, 
economic results are sure to be recogniz-
able from a major climatic deterioration 
(Vasey, 2001), but climate change may 
be only one factor (Rian, 1994).

Transfer Functions
Diluvialists will be much less inclined to 
extrapolate transfer functions or calibrate 
them to dubious dating methods. Instru-
ment measurements over the past 100 
years and historical records should be 
given greatest weight when developing 
transfer functions. These should be used 
to evaluate the veracity or applicability of 
statistical methods (cf., Esper et al., 2005).

Figure 4. Graph comparing notable models for Northern Hemisphere average 
land surface temperature. 
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Eigenvector Analysis
The mathematics of eigenvector analysis 
or principal component analysis are 
not a matter of controversy. What is a 
potential source of disagreement is the 
rigor with which statistical methods are 
applied, especially to individual data sets, 
and the weighting given to different data 
sets. Many proxy data sets have “holes” 
that may require careful analysis to 

“bridge” before an eigenvector analysis 
can be performed, a step that has not 
always been properly performed in 
climate modeling (McKitrick, 2005). 
Differences that may result from bias 
during such “hole filling” are illustrated 
in Figure 5.

Modeling
The predictive skill of currently popular 
climate models is quite low (Posmentier 
and Soon, 2005). Models developed to 
reflect land surface temperatures fail to 
reflect the actual observations in the tro-
posphere (Michaels, 2005). These mod-
els are merely sophisticated tools to help 
us better understand climate change, 
and none of them truly represents the 
history of climate. Diluvialists, free from 
blind commitment to uniformitarianism 
and its predicted gradualism, will be less 
inclined to trust in computer models 

and inclined to put more confidence in 
historical records. 

Summary
The specter of climate change has taken 
center stage in recent years, yet no mean-
ingful study of climate change is possible 
without a datum for comparison. This 

requires historical study of climate, and 
the most notable climatic phenomenon 
of recent centuries was the Little Ice Age, 
which lasted from roughly the mid 1300s 
to the mid 1800s. While proxy data are 
necessary to infer the state of climate 
over most of the past millennium, the lat-
ter part of the time period is covered by 
instrumental records, and the best proxy 

Figure 5. Comparison of curve inferred across data gap with actual data. (Data 
are hypothetical for illustrative purposes only.)

Figure 6. Illustration of “stretching effect” back in time due to uniformitarian bias in transfer function. The curve is hypo-
thetical, for illustrative purposes only, but is based on common Northern Hemisphere land surface temperature curves for 
the past millennium progressively stretched. This results in what appears to be “anomalously erratic behavior” in recent 
centuries while in reality it is not.
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data for all paleoclimatologic research 
are—naturally—from the most recent 
centuries. This provides a great means 
of tempering earth history speculation 
with fact. Paleoclimatology is a branch of 
history, addressing the “mixed question” 
of past climate with the tools of both 
historical and scientific study. Biases 
strongly affect the collection, interpreta-
tion, and application of proxy and other 
data. Models are not neutral. The Little 
Ice Age has great relevance to questions 
of natural history, to the study of climate, 
glaciers, and geology, not only in the 
North Atlantic region but also in many 
other parts of the world.
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Appendix A: Calibration  
of Transfer Functions

Two common methods of attempting 
to calibrate transfer functions for long-
term proxy data are radiocarbon dating 
and dendrochronology. Both of these 
methods have received attention from 
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creationist researchers for quite some 
time. Changes of frequency of natural 
events or cycles are often spoken of in 
the literature and may simply reflect the 
stretched-out uniformitarian chronology 
(Eiríksson et al., 2000; Rose et al., 1997; 
NORPAST, 2001, Appendix 1).

Carbon 14
That radiocarbon dating is beset by 
problems is well known to creationists, 
though some find it overwhelmingly 
convincing (Aardsma, 1991). Many cre-
ationists have long found it somewhat 
useful, especially if corrected for at-
mospheric disequilibrium (Whitelaw, 
1970). Some of the factors affecting the 
ratios of 14C to 12C include:
•	 Atmospheric	 disequilibrium	

(production exceeds decay)
•	 Carbon	 reservoir	 effects	 (ex-

change with “old” carbon)
•	 Fluctuations	in	strength	of	 the	

earth’s magnetic field
•	 Sunspots	 or	 other	fluctuations	

in incident solar radiation
•	 Introduction	of	 errors	 by	 “cali-

brating” 14C to errant dendro-
chronological or tephrochro-
nological markers (i.e., errors in 
one of these methods are then 
imported into the 14C chronol-
ogy)

•	 Potentially	 very	 significant	
changes between the antedilu-
vian and postdiluvian 14C:12C 
ratio.

Dendrochronology
Dendrochronology may be pursued 
based on ring width or ring wood 
density. Calibration curves must be de-
veloped for the local growth conditions 
(Guiot et al., 2005), since as trees age, 
rings become narrower (for constant 
wood volume). Rings matched between 
different trees believed to have overlap-
ping lifetimes must also be corrected for 
individual growing conditions since, for 

example, a given tree may have slowed 
in growth due to shading by other trees 
even as growing conditions improved. 
An individual tree may have suffered 
from attack by insects or disease while 
another individual may have remained 
unaffected. Removal of an overtower-
ing tree may have released light for a 
shorter tree, with resulting accelerated 
growth.

Some of the factors affecting long-
time reconstructions using tree rings 
include:
•	 Subjective	 elements	 in	match-

ing tree rings from specimen to 
specimen

•	 Microclimatic	 differences	 in	
growth conditions for different 
specimens

•	 Individual	differences	in	growth	
histories (e.g., loss of a shad-
ing tree resulting in increased 
growth rate)

•	 Possible	multiple	 annual	 rings	
(e.g., Pinus longæva)

•	 Matching	ring	sets	inferred	to	be	
noncontemporary due to use of 
errant 14C “dates” (i.e., the ring 
sets between two specimens ac-
tually do overlap but are placed 
at different times due to reliance 
on 14C dates that are incorrect)

When dendrochronology is used as 
a proxy for growing-season temperature, 
it is needful that the forest chosen is 
one that is temperature limited. This 
appears to be true in general of the 
high-elevation Scandinavian forests 
(Kalela-Brundin, 1999) and high-
latitude Russian forests (MacDonald 
et al., 2000), where snow provides ex-
cess moisture each year (Linderholm, 
2001) but not of the Bristlecone Pine 
(Pinus longæva; also P. aristata and P. 
balfouricana) stands, which appear to 
respond more to moisture and carbon 
dioxide than temperature (McIntyre 
and McKitrick, 2005; Woodmorappe, 
2003a). The Pinus longæva  chronology 
may well be a significant factor in devel-
opment of the controversial Mann et al. 

(1998) “hockey-stick” model (see also, 
Mann, 2002; Mann et al., 1998; 1999; 
2004; McKitrick, 2005; and McIntyre 
and McKitrick, 2005), demonstrating 
the care that needs to be exercised in 
applying dendrochronology to paleo-
climatology.
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tautologies, as has been shown (Oard 
1992a; 1992b; 1997b; 2009).

Appendix B: Introduction to 
Principal Component Analysis

Anyone who has worked with curve-
fitting routines knows some of the limi-
tations of these methods. Many natural 
decay processes are readily solved with 
exponential functions because they are 
related through first-order linear dif-
ferential equations. “Noisy” data sets 
are not so tractable, and the common 
solution is to use a “brute force” ap-
proach with polynomial functions and 
let the computer “crunch” through 
the numbers using infinite series with 
a test criterion to determine what fit is 

“good enough.” A rather neat grouping 
of data is shown in Figure 7 along with 
four types of curves: linear, polynomial, 
power, and exponential. The r2 value 
provides an indication of how well a 
given curve fits these data. This is an 
entirely “instrumentalist” approach to 
the data–the resulting curve does not 
necessarily represent a “true” relation-
ship between a given proxy data set and 
the temperature or other variable one 
is attempting to infer from those data.

Since there are many proxies to 
draw from and many variables that af-
fect climate, no one transfer function 

Figure 7. Example of four curves fit to set of actual tree ring data (from Klevberg, 
unpublished data). The higher the r2 value, the better the fit. 

will fit them all. There may be as many 
transfer functions as data sets. To ob-
tain the fewest equations with the most 
explanatory power, there must be some 
means of determining how huge sets of 

Figure 8. Simple illustration of application of eigenvector analysis: orientation 
of clasts (individual rocks) in Cartesian coordinates (x,y,z) can be described by 
three vectors aligned with the A-, B-, and C-axes (longest to shortest dimensions, 
respectively, of the clast). Eigenvector analysis provides a computational method 
to find which possible combination of orthogonal vectors produces the maximum 
and minimum axes (and thus mutually perpendicular third axis) of the rock. This 
same method can be used for many other types of data.
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theoretically in many linear algebra and 
other mathematical texts and in ap-
plication in some scientific papers (e.g. 
Fisher, 2002). A very simplified example 
is provided in Figure 8.

Figure 9 shows a hypothetical func-
tion and the curves that result from 
smoothing. A perfect eigenvector analy-
sis would produce principal components 
PC-1 through PC-3. In reality, the 

function on the left results from the 
combination of the three arbitrarily 
chosen functions (hence the perfect 
fit). Real data sets, especially climate 
data, are thick with noise terms that 
make the process more difficult.

Figure 9. Deriving principal components (empirical eigenvectors) from smoothed data. Principal components and the 
“observed function” are hypothetical for illustrative purposes only. This made it artificially easy: the “observed function” 
was assembled from a linear combination of PC1, PC2, and PC3—a perfect fit! In actual practice, deriving the principal 
components may be much more difficult and much less successful.




